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 چکیده 
  بانک   طرف  از   ظاهربه   که  ییهاامیپ  و  هاانامهیرا.  شودینم  انجام  یتلفن  نگ یشی ف  و  وبگاه  جعل  صورتبه  همواره  نگ یشی ف  حملات  همه

 مسأله   دو  نمونه  انتخاب  و  یژگ یو  انتخاب.  باشد  نگیشیف  حمله  تواندیم  زین  کنند، یم  افتیدر  اطلاعات   کاربر  از  و  شودیم  فرستاده

 کاهش  بدون  که  هاهرزنامه   ییشناسا  در  خصوص، به.  هستند  مخرب  یهاانامه یرا  کشف  در  هاداده  پردازششیپ  مرحله  در  مهم  اریبس

 کمتر   و  اندکرده  تمرکز  مسأله  نیا  از   یکی  یرو  بر  قاتیتحق  و  مقالات  شتری ب.  آمد  نخواهد  دستبه  جینتا  در  یخوب  دقت  باًیتقر  داده

  ارائه  حاضر،   پزوهش  از  هدف  رونیازا.  باشند  کرده  کار  مخرب  یهاانامه یرا  کشف  جهت  در  یبیترک   صورتبه  که  دارند  وجود  یمقالات

 در یشنهادیپ روش در. دهد  انجام زمانهم صورتبه را نمونه و  یژگ یو انتخاب هاانامه یرا ییشناسا در   داده  کاهش  جهت که  است یروش

  روش   نیا  یبرازندگ   جهت.  است  شده  استفاده  زمانهم  و  یبیترک   صورتبه  کیژنت   تمیالگور  و  ممنوع  یوجو جست  تمیالگور  از  مقاله  نیا

 در  هاانامه یرا  و  هاهرزنامه  ییشناسا  صی تشخ  صحت  زانیم  دادکه  نشان  ج ینتا.  شد  گرفته  بهره  بانیپشت  بردار  نیماش  یابیارز  تابع  از  زین

  ی دارا   ، یقبل  یهاپژوهش  در  شده  شنهادیپ  یهاتمیالگور  ری سا  به  نسبت  که  است  28/97  ، یآیسوی  و  اسپمنیلا  دادگان  مجموعه

 . است بوده ممکن مقدار نیشتریب
 

 های ژنتیک، جستجوی ممنوع فیشینگ بانکی، شناسایی هرزنامه، الگوریتمواژگان کلیدی: 

 
 مقدمه -1

حمله    1فیشینگ  نوع  از   ایرایانامهیک  مهاجم  که  است 

کانال الکترونیکیطریق  ارتباط  با  2های  ارتباط  ایجاد  با   ،

پیامانسان از  استفاده  با  و  به  های  ها  اجتماعی،  مهندسی 

ها، برای انجام کارهایی که به نفع مهاجم است،  ترغیب آن 

می کلاهبرداری [2,  1]  کنداقدام  یک  دیگر،  عبارت  به   .

شود تا اطلاعات  انجام می  رایانامهاست که معمولا از طریق  

در شود.  سرفقت  افراد  نامشخصی  این  خصوص  گذاری 

انگر  متخصصین معتقدند کلمه فیشینگ نمای  بیشترحمله،  

ماهیگیری مثابه  به  حمله،  قربانیان  انداختن  دام  ،  3به 

 .[3]است
 

1 Phishing 
2 Electronic Communication Channels 
3 Phishers 

سال   در  ابتدا  فیشینگ  که    1996کلمه  گردید  استفاده 

مجوزهای   اجتماعی،  مهندسی  از  استفاده  با  فیشرها، 

از   اینترنتی،  کاربری را مورد حمله قرار دادند. کلاهبردارن 

گذرواژه  رایانامه و  مالی  اطلاعات  صید  کاربران برای  های 

 .  [4] اینترنتی استفاده کردند 

به  فیشینگ  طریق  کلاهبرداری  از  مرسوم  صورت 

بانک وبگاه  تلفنی جعلی[5]  جعل  تماس  فیشینگ [6]   ،   ،

 شود. ، انجام می[8] های انبوهرایانامهو ارسال  [ 7] 4ای نیزه

تلاش و  ارائه مطالعات  جهت  در  زیادی  های 

سایبری  حملات  با  مقابله  برای  مختلف  راهکارهای 

دو  در  که  است  شده  مطرح  آگاهی  د  فیشینگ  سته 

اجتماعی از فیشینگ جهت جلوگیری و شناسایی خودکار  

 . [9] گیرند ت جعلی فیشینگ، قرار میهوشمند صفحا
 

4 Spear Phishing 
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اول،   مورد  خصوص  ای گسترده  های پژوهشدر 

های  ای این است که رسانهدهندهانجام شده است که نشان

سیاست[10]  جمعی رس،  آگاهی  دولتهای  ،  [ 11]  انی 

دانشگاه  و  مدارس  در  شبکه[12]  آموزش  اجتماعی ،    های 

کشور  [13] هر  پلیس  اطلاع [14]  و  در  آگاهی  ،  و  رسانی 

ش جهت  فیشینگمردم  مناسایی  نقش  اما  ؤها،  دارند.  ثری 

به فیشینگ  سایبری  حملات  انبوه  میزان  ارسال  خصوص 

ها به قدری زیاد و پیچیده  است که از نظر زمانی و  رایانامه

و   دستی  صورت  به  کشف  و  شناسایی  قابل  انسانی  دقت 

، به همین خاطر استفاده از  [15]  غیرسیستماتیک نیستند

هوشمند الگوریتم  حذف  و  کشف  جهت  ماشینی  های 

این   مسألهرایانامهسیستماتیک  نهادهای  ها،  که  است  ای 

جازی،  امنیت سایبری  به خصوص نیروی انتظامی فضای م

 به دنبال یافتن روشی کارا و موثر جهت حل آن هستند.

هرز هایی هستند که  رایانامهها،  نامهاز طرفی دیگر، 

سایت  به بازدید  افزایش  تبلیغات،  جهت  به  انبوه  صورت 

های اجتماعی  های  شبکهجهت سئو، افزایش بازدید پست

ارسال   زیادی  هدف  کاربران  برای  اعتبار  بی  اخبار  و 

 . [16] شوندمی

 یصرفه اقتصاد  لی فرستادن هرزنامه همچنان به دل

هغیتبل  رایز  ماند؛ یم  داری پا صرف   یانهیهز  چیکنندگان 

کار را   ن،یو ا  کنندینم  شانیها رایانامه  یهاستیل  تیریمد

فرستندگان    یبرا دانستن  م  رایانامهمسئول    کند یسخت 

[17] . 

استفاده    متأسفانه سادگی  و  عمومیت    از همین 

تا    رایانامه شده  و  هرزنامه  سوءاستفاده  موردباعث  نویسان 

بگیرد،    بردارانکلاه قرار  روزی   ایمسألهاینترنتی  که 

برای نمودمیجلوه    اهمیتکم جدی  معضلی  به  امروزه   ،

 وبدل شده است و استفاده از ابزار    رایانامهکاربر    هامیلیون 

فیلتر  متدهایی  و  شناسایی  ضرورتی    هاهرزنامه برای 

 . [ 18] است انکارغیرقابل

ویژگی  معمولاًه  ها کهرزنامه های  تبلیغاتی هستند، 

کنند  که محصولی را تبلیغ می  هایی آن  مثلاًمشابهی دارند  

می حرف  آن  قیمت  میاز  یا  و  که  زنند    فرصتتان گویند 

بخش بودن  رنگارنگ  حتی  است.  استثنایی  های  چقدر 

می بینوشته  از  نشان  باشدتواند  آن  بودن  .  [19]  ارزش 

توان با چند  نمینیستند  های قطعی  این نشانه  کهازآنجایی

برای شناسایی این  ها را جدا  قانون ساده هرزنامه کرد، لذا 

دادههرزنامه کاهش  به  نیاز  استها  از  [23-20]  ها  یکی   .

ها، ماشین بردار پشتیبان رایانامهبرای شناسایی    بندها طبقه 

  دهد دست نمیهای حجیم، نتایج خوبی بهاست که با داده

[24-26] . 

داده از مراحل  یکی  داده  که در  کاهش  است  کاوی 

میپیش  ةمرحل استفاده  داده  کاهش  [ 27]  شودپردازش   .

ها را انتخاب کنیم داده به این معناست که تعدادی از داده

داده تمامی  نماینده  اصل  در  از  که  قسمتی  باشند.  ها 

دادهداده و ها،  مرتبط  غیر  وجود    های  که  هستند  اضافی 

این آن  موارد  از  برخی  در  حتی  و  ندارد  مزیتی  هیچ  ها 

الگوریتمداده در  خرابی  و  نویز  ایجاد  باعث  زائد  های  های 

می آنیادگیری  و  بهشوند  را  میها  خطا  و  اندازد.  اشتباه 

رو کاهش داده علاوه بر اینکه باعث کاهش در مصرف  ازاین 

می میحافظه  حتی  کارایی  توانشوند،  و  سرعت  دقت،  د 

 .[28] بهتری را نیز در برداشته باشند

هستند،  داده ستون  و  سطر  بعد  دو  دارای  ها 

بهستون  آن  میهای  شناخته  ویژگی  و  عنوان  شوند 

توان  شوند. حال میعنوان نمونه معرفی میسطرهای آن به

نه( و هم در ستون)انتخاب ویژگی(  هم در سطر)انتخاب نمو

داده ویژگیکاهش  انتخاب  کرد.  اختیار  را  مرتبط  ها  های 

های  بندها و الگوریتمجهت بازدهی بهتر و دقت بالاتر طبقه 

موردتوجه   خاطر  به همین  و  دارند  بسزایی  تأثیر  یادگیری 

 . [29] اندکاوی قرارگرفتهبسیاری در داده

ن نمونه  روش  گرید  یکی  زیانتخاب  کاهش    یهااز 

نمونه است.  داده  دارا  ییهاابعاد  با    نیشتری ب  یکه  ارتباط 

گز هستند  مربوطه  اشوندیم  نشیکلاس  در  ها،  نمونه   نی. 

غ   ییهانمونه  و    ریکه  حذف    یاضاف  ای مرتبط  هستند 

 یو هم برا  دی دست آها کاهش  بهکه هم در نمونه  شوندیم

]  یکمتر  اتیعملبندها  طبقه  باشد  داشته  [؛  30وجود 

ها  در بخش آموزش داده  ها یبنددر طبقه  توانیم  نیبنابرا

  ، یطبقه بند  ات یها را انجام داد. منظور از عملکاهش داده

سع که  است  داده  آموزش  بخش    ی هانمونه  شودیم  یدر 

 آموزش ارائه شود.  یبرا یبندبقه به ط یکمتر

ب طبقه   شتریدر  کاهش    ها انامهیرا  یبندمقالات  از 

بدون کاهش داده)انتخاب    باًیشده است و تقرداده استفاده

,  27دست نخواهد آمد ]به  ی خوب  یبند( دقت طبقهیژگیو

انتخاب  و31 انتخاب نمونه هر دو باعث کاهش    یژگ ی[.  و 

م و  شوند یداده  نمونه  ها یژگ یو  و    یهاو  زائد  نامرتبط، 

م  زدارینو حذف  وکندیرا  انتخاب  درواقع  نمونه   یژگی.  و 

مانند دقت    ییو بهبود کارا  یریادگی  تمیالگور  عیباعث تسر

انتخاب و32,  28]  شودیم  جیو صحت نتا و نمونه   یژگی[. 

ابزارها در  یاز  داده  مهم  اضاف  ی هاکاهش  و    ی نامربوط 

ساده را  مدل  و  درنتهستند.  و  کرد  خواهد   نهیهز  جهیتر 
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 ممنوع  یو جستجو   کی ژنت یها تمیبا استفاده از الگور  یبانک نگی شیمخرب و  ف یهالیمیا  ییشناسا ی برا د یجد ی ارائه روش
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م   یمحاسبات کاهش  زدهدیرا  ورود  یمدل  رای .    ی هایکه 

ارز  یکمتر انجام    د یجد   یهانمونه  یبرا   یکمتر  ی ابیدارد، 

درنت  دهدیم م  یمحاسبات  نهیهز  جهیو  با  ابد ی یکاهش   .

  ی هامهم از مجموعه داده  ر یغ   یهاو نمونه  هایژگیحذف و 

 [.28تر خواهد شد ] مدل شفاف ،یاصل

،هدف این است که روش مناسبی   در این پژوهش،  

ها هم در بعد ویژگی و هم در بعد نمونه برای کاهش داده

شناسایی   فیشینگ  رایانامهبرای  و  مخرب  هرزنامه،  های 

ها و کاهش  داده  ارائه شود. به دلیل افزایش روزافزون ابعاد 

الگوریتم شناسایی  کارایی  در  یادگیری  های  رایانامههای 

مخرب، استفاده از روشی برای کاهش هر دو بعد داده لازم  

به تحقیقات  در  زیرا  است؛  ضروری  از  عملو  یکی  آمده 

های مخرب ماشین  رایانامهتشخیص   بندها دربهترین طبقه 

هایی  بندی در دادهبوده است که این طبقه   1بردار پشتیبان 

به زیاد  ابعاد  نمیبا  عمل  و [33]  کندخوبی  تحقیقات  در   .

بر   مخصوصاً  و  بعد  دو  این  از  یکی  روی  بر  اغلب  مقالات 

ازاین است.  شده  کار  ویژگی   انتخاب  این  روی  بر  ما  رو 

صورت همزمان شدیم که انتخاب ویژگی و نمونه را باهم به

به   توجه  با  دهیم.  الگوریتمانجام  های  کارایی 

فراابتکاری(متاهیورستیک)الگوریتم  آن 2های  از  برای ،  ها 

کرده استفاده  عمل  الگوریتماین  این  بین  در  به  ایم.  ها 

ژنتیک  داده  3الگوریتم  دوبعدی  کاهش  الگوریتم در  و  ها 

ممنوعه  ویژه  4جستجوی  نهایت،  توجه  در  است.  شده  ای 

استفاده پژوالگوریتم  این  در  از شده  ترکیبی  هش، 

ارزیابی الگوریتم  تابع  و  ممنوع  جستجوی  ژنتیک،   5های 

 است.

 

 مبانی نظری و پیشینه تحقیق  -2

با  در دادگان دو نوع نمایش داده وجود دارد که داده های 

وستون  سطر  دارای  اکسل،  جداول  مانند  و  قالب،  اند 

 های متنی. های بدون غالب مثل دادهداده

های با قالب دارای دو بعد سطر وستون هستند  داده

خود   سطرها  ستون رایانامهکه  و   ویژگیها  بیانگر  ها  ها 

ویژگی شناسایی  جهت  انتخاب  هستند.  تابع  از  نیز،  ها 

می استفاده  ویژگی  ویژگی  استخراج  زیرمجموعه  که  شود 

 است.

 

 

1 Support Vector Machines(SVM)   
2 Approximate Algorithms 
3 Genetic Algorithm 
4 Tabu Search 
5 Evaluation Function 

 انتخاب ویژگی  -3
هی افزایش یافته صورت قابل توجکاوی بهابعاد داده در داده

داده جدید  است.  های  چالش  بالا،  بسیار  ابعاد  با  ها 

آوردهروش وجود  به  موجود  یادگیری  برای های  اند. 

روش ابعاد،  افزایش  مشکل  به  ابعاد  رسیدگی  کاهش  های 

و   مهم  شاخه  یک  به  که  است،  قرارگرفته  مطالعه  مورد 

 کاوی تبدیل شده استپژوهشی در یادگیری ماشین وداده

[34] . 

زیردسته  انتخاب  ویژگی فرایند  دسته  میان  از  ها  ای 

از ویژگی که در جهت پیداکردن زیرمجموعه   است با  ای  ها 

. به  [35]  حداقل اندازه، لازم وکافی برای مفهوم هدف است

دیگر   زیرمجموعه  عبارت  یک  میان   Mانتخاب  از  عنصری 

N    طوریکه به  یک   m<nویژگی،  مقدار  همچنین  و  باشد 

سایر   به  نسبت  نظر،  مورد  زیرمجموعه  برای  معیار   تابع 

 . [ 36] بهینه باشد  ،M  اندازه با هازیرمجموعه 

گسترده تکنیک  یک  ویژگی  کاربردی انتخاب  ی 

آن   هدف  که  است  محققین  درمیان  ابعاد  کاهش  برای 

های مرتبط است که انتخاب زیرمجموعه کوچکی از ویژگی

ویژگی ارتباط از  ارزیابی  معیار  به  توجه  با  اصلی  ،که  6های 

عملکرد   بهبود  به  محاسباتی    یادگیریمعمولاً  هزینه  و 

 . [37] شودپایین تر،و مدل قابل تفسیر بهتر منجر می

 

 ب ویژگیفواید انتخا -1-3

انتخاب و   :بینیپیش. افزایش دقت  1 از    ن یا  ی ژگیهدف 

که   و  رمجموعهیز  کیاست  برا  هایژگیاز  بهبود   یرا 

پ  کاهش اندازه ساختار انتخاب کند،    ا یو    ی نیبشیدقت 

تنها با    بند و درطبقه  ین یبشیالبته بدون کاهش دقت پ 

 . [39, 38] انتخاب شده باشد  یهایژگیاستفاده از و

اصل  عیتوز  بیتقر  .2 ویژگی    : یکلاس  انتخاب  از  هدف 

ویژگی از  کوچک  زیرمجموعه  یک  که  است    ها این 

ویژگیت  شوند،  انتخاب   شوند، می  انتخاب  که  هایی وزیع 

 به   توجه  با  اصلی  کلاس  توزیع  به  امکان  حد  تا  بایستی

 . [39] باشد  نزدیک  شده انتخاب هایویژگی مقادیر تمام

پد3 اهم  7پیکینگ   دهی.  ابعاد:  تیو  خلاف    کاهش  بر 

کلاس شده   یطراح  ریفایکلاس  یخطا  ،8زیب  یرفایرفتار 

داده متفاوت  یواقع   ی هاتوسط  حالت    یرفتار  در  را 

  ده ی پد  جهی. درنتدهد یم   ش ینما  هایژگیتعداد و   شیافزا

 

6 Relevance Evaluation Criterion 
7 Peaking 
8 Base Classifier 
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افزا  کیپ  و  شیزدن،  موارد  هایژگیتعداد   تواندیم  یدر 

افزا ا  زین  یبندطبقه   یخطا  شیبه  از  شود.   نیمنجر 

در   که  است  عمل  کیجهت  تعداد    نیبهتر  ، یمسأله 

و  نیشتریب  ها،یژگیو زاستن  هایژگ یتعداد  شکل    ری. 

 . [41, 40]  دهدیزدن را نشان مکیپ   دهی پد

 
 . [41, 40] (:پدیده پیکینگ1-شکل)

 

ویژگی تعداد  افزایش  بعد،  با  به  نقطه  یک  از  ها 

طبقه میخطای  افزایش  پیکینگدی پد  .یابدبندی  به   ه 

استفاده از مقدار مناسب   تیدادن اهم  ش ینما  یبرا  ییتنها

همه    نی. البته ادهد یرا نشان م  هایژگ ی( وادی)نه کم و نه ز

ن  تیاهم وستیداستان  انتخاب  کاهش    تواندیم  گیژی.  به 

  ره یو هم ذخ  یی)هم از جهت بار اجرا  یمحاسبات   یدگیچیپ 

به    تواندیابعاد م  هشکا  گر،ید  ی( منجر شود. از سویساز

داده  جادیا از  بهتر  نشناخت  نما   زی ها  بهدیکمک  عنوان . 

در   بیماری،  مسأله  ک یمثال    ی ژگیو  3دانستن    شناسایی 

  د یمف  کند، یم  جاد یها را اداده  یجداساز  نیشتریمهم که ب

 . [41] (یماریب کی)مثلاً سه ژن عامل   خواهد بود

 

 الگوریتم ژنتیک -4
تکامل   نظریه  و  ژنتیک  علم  از  الهامی  ژنتیک،  الگوریتم 

ها یا انتخاب طبیعی  است و بر اساس بقای برترین  1داروین

الگوریتم ژنتیک، استفاده  استوار است. یک کاربرد متداول 

به  آن  بهینه از  تابع  استعنوان  الگوریتم [43,  42]  کننده   .

الگو دربازشناسی  سودمندی  ابزار  انتخاب  [44]  ژنتیک   ،

  [ 47]  و یادگیری ماشینی  [ 46]  ، درك تصویر[ 45]  ویژگی

الگوریتم در  ژنتیکیاست.  ژنتیکی  2های  تکامل  نحوه   ،

شبیه  زنده  میموجودات  ال[48]  شودسازی  های  گوریتم. 

دار سازی تصادفی جهتتوان یک روش بهینهژنتیکی را می

کند.  دانست که به تدریج به سمت نقطه بهینه حرکت می

ویژگی مورد  دیگر  در  با  مقایسه  در  ژنتیک  الگوریتم  های 

بهینهروش میهای  است  سازی  الگوریتمی  که  گفت  توان 
 

1 theory of biological evolution 
2 Genetic Algorithm 

از مسأله و هیچ گ ونه که بدون داشتن هیچ گونه اطلاعی 

ای  برای هر گونه مسأله  آن  متغیرهای  نوع  بر  محدودیتی 

اثبات کارآیی  دارای  و  است  اعمال  یافتن  شدهقابل  در  ای 

کلی مسائل  می  3بهینه  حل  در  روش  این  توانایی  باشد. 

بهینه روشپیچیده  که  است  قابل  سازی,  یا  کلاسیک  های 

اطمینان  قابل  کلی  بهینه  دریافتن  یا  و  نیستند  اعمال 

 . [49] تندنیس

 ایجستجوی ممنوعهالگوریتم -5
برا  یفراابتکار  یسازنهیبه  تمیالگور  کی که   نیاول  یاست 

سال   در  گلووِر  1986بار    از   تابوواژه  .  شد   یمعرف  4توسط 

اق  ینزیپل  رجزای  مردم  زبان  تُنگان گرفته   انوسیدر  آرام 

اشده معنا  نیاست.  به  به    ی مقدس  ءیش   یواژه  که  است 

نبا  لیدل کرد   د یقداست  لمس  را  اساس    . [50]  آن  بر 

ا  ینامهواژه امروزه  معنا  ن یوِبستر،  در    ت ی»ممنوع   یواژه 

دل  جادیا به  اجتماع   لیشده  اقدام    جادیا  یبرا  یفرهنگ 

دارا  یزی چ  تی»ممنوع   ای  «یحفاظت است«،   سکیر  یکه 

  ی جستجو  کتکنی  با  تابو،واژه    ریاخ  ی. معنارود یم  ربه کا

ر است.  سازگار  کاملاً  الگور  یسکی ممنوعه  در    تم یکه 

 یرهایخطر مس  شود،یممنوعه از آن اجتناب م  یجستجو

 . [ 51] نامناسب است

 

 بندی ماشین بردار پشتیبان طبقه -6
  5واپنیک   توسط  1995 سال در  یبانپشت بردار ماشین

صورت که در حال حاضر به  ییهایکی از روش شد. پیشنهاد

دسته   یاگسترده مسأله  قرار   یبندبرای  مورداستفاده 

به[52]  گیردیم شاید  کنونی   ی اگونه.  محبوبیت  بتوان 

عصبی در دهه    یهاروش ماشین بردار پشتیبان را با شبکه 

استفاده   قابلیت  نیز  قضیه  این  علت  کرد.  مقایسه  گذشته 

درحال است،  گوناگون  مسائل  حل  در  روش    که یاین 

 ی راحتبه   توانی را نم  گیرییم مانند درخت تصم  ییهاروش

  های یتمها الگورSVM.  [53]  در مسائل مختلف به کار برد 

هنگام  یقدرتمند  یاربس  یبندطبقه  در   کهیهستند. 

د  6بینیمواردپیش استفاده  یماش  یادگیریابزار    یگرو  ن 

را ارائه   ی کارآمدهااز مدل  یاگسترده  یار، ابعاد بسشوندیم

  یار بس  بینی یشکه قدرت پ   یموارد  یبرا  روین. ازادهندیم

موردن بس  یازبالا    . [54]  آیند به شمار می  یتبااهم  یاراست 

فرمول   یچیدگیپ   ةواسطبه  ها یتمالگور  ی تجسم بعض  کهینباا

کمآن  است  یها  پشتیبانیک    سخت  بردار  برای    ماشین 
 

3 Global Optimum   
4 Glover 
5 Vapnik   
6 Prediction   
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 ممنوع  یو جستجو   کی ژنت یها تمیبا استفاده از الگور  یبانک نگی شیمخرب و  ف یهالیمیا  ییشناسا ی برا د یجد ی ارائه روش

 

 73 2، شمارة 18، جلد 1399سال 

 یسمیمکان از آموزش هایداده تعیین ابر صفحه جداکننده

در کند می استفاده  یاهسته تابع یک کمک به آن که 

ابر   این بتواند که دهدمی به بعدی انتقال فضا در را ها داده

برازش   هایداده بر  را صفحه   بنابراین  .[55]  دهدورودی 

مستقیم  می  یاهسته تابع یک درست انتخاب تأثیر  تواند 

کارایی   پشتیبانروی  بردار  باشد. در  ماشین   زمان  داشته 

 که دارد وجود مهم مسأله دو  ماشین بردار پشتیباناستفاده  

مجموعه  چگونه اینکه اول.  شوند قرارگرفته مدنظر باید 

  های داده روی انتقالی آیا اینکه یا ،انتخاب شود  ورودی داده

  ایجاد  توانیم  ماشین بردار پشتیبانبه   ورود از قبل ورودی

 اینکه دوم و خیر، یا کند ایجاد  یترمناسب نتایج که   نمود

شود.  اهسته  تابع پارامترهای بهترین چگونه تنظیم    این ی 

 یامجموعه  چراکه.  اندارتباط در کاملاً باهم مسأله  دو

  است  یرگذار تأث هسته پارامترهای انتخاب  روی  ورودی

[56] . 

 

 پژوهش پیشینه  -7
وسیله به  بعدی  دو  کاهش  روش  و   اولین  کانچوا 

آن  (1999)1جاین شد.  بهینهمطرح  همزمان  ها  کردن 

از   استفاده  با  را  نمونه  و  ویژگی  ژنتیکانتخاب   الگوریتم 

های پیشین، که به  پیشنهاد دادند، و مدلشان را با الگوریتم 

ترکیب  باهم  را  نمونه  و  ویژگی  انتخاب  متوالی  طور 

کردندمی مقایسه  آن[ 57]  کردند،  از  بعد  و    .  رازسیپال 

مدل مشابهی ارائه دادند و نشان دادند که مدلشان    2کوبات

  ( 2)  . شکل [58]  کند بهتر عمل می  کانچوا و جایناز مدل  

 دهد.  ی از کاهش دو بعدی را نشان میانمونه 

 
(: کاهش دو بعدی دادگان با استفاده از الگوریتم  2-شکل)

 . [58] ژنتیک
 

مستق  نیتریعیطب روش  و  برا  میراه  جلو    یروبه 

و  بیترک اجرا   و  یژگیانتخاب  پس    ندیفرآ  کی  ینمونه، 

انتخاب شده است که هر    ی است و در عمل روش  یگریازد

است داده  پوشش  را  مشکل  بهدو  روش.  مثال   عنوان 

معرفی شده است، در این    3و انتخاب نمونه  ی ژگیانتخاب و

به دنبال   انجام شده و  انتخاب ویژگی  ابتدا عمل  روش در 
 

1 Kuncheva & Jain 
2 Rozsypal & Kubat 
3 Feature Selection and Instance Selection(FSIS) 

می صورت  نمونه  انتخاب  عمل  انتخاب آن  برای  و  گیرد 

شود. از  می  برعکس این روند طی   4نمونه و انتخاب ویژگی 

این که  بهآنجا  و  طورکلی  به  شناخته  روش  عمومی  صورت 

  ای به کار برد توان آن را در هر حوزه شده است، یعنی می

پژوهش [59] در  استخراج    FIS5پیشنهاد    [ 59]  .  برای 

ارائه شده است،   اسناد متنی  از مجموعه دادگان و  ویژگی 

صورت که در آن دو روش مسأله انتخاب ویژگی و نمونه به

طبقه در  متنهمزمان،   از    6بندی  برخی  است.  شده  ارائه 

را برای حل   7فیکارهای انجام شده، راه حل های فرااکتشا

مسأله) دو  واین  نمونه  یژگیانتخاب  انتخاب  استفاده و   )

درکرده شببه   [60]  اند.  روش  از  تبریدنویسندگان    8سازی 

برای حل این دو استفاده کردند به این صورت که دو   [61]

به را  تبرید  اجرا میشبیه سازی  کند و هر  صورت همزمان 

به را  میمسأله  حل  جداگانه  این  صورت  در  اصل  در  کند. 

شود که  روش از دو شبیه سازی تبرید تو در تو استفاده می

کدیگر کیفیت اجرای هر کدام از فرآیندها بر روی کیفیت ی

نویسندگان از روش کدگذاری و   [57]گذارند. در  تأثیر می

ویژگی به  بولین  نمونهمقداردهی  و  کرده  ها  استفاده  ها 

به نیز  روش  این  هدف  تابع  ترکیبی  است.  و   استصورت 

برای 10های کاردینالیتی  9و مقدار جریمه   NN-1شامل دقت

مجموعه   در  استهر  الگوریتم  [ 62] .  از  های  نویسندگان 

برآورد  الگوریتم  نام  به  که  گرفتند  اقتباس  ژنتیک 

نمونه  است(  EDA)11توزیع  انتخاب  برای  ویژگیهای    که  و 

که   سیروز  به  مبتلا  بیماران  مرگ  احتمال  برآورد  مشکل 

شود،  نامیده می  TIPS12ماه پس از درمانی که    6  بیشترحد

 شود. استفاده می

ای است که از طراحی چند هدفه  مطالعه  یک  [ 63]

استفاده    13صریح نمونه  و  ویژگی  انتخاب  مسائل  برای 

-1شود. در این روش سعی شده که عملکرد طبقه بند  می

NN  حد ویژگی  بیشتربه  تعداد  همچنین  و  و  برسد  ها 

یک رویکرد چند هدفه    [ 64]ها به حداقل برسد. در  نمونه 

ها توسط الگوریتم ژنتیک و پیشنهاد شده است که حل آن

انجام  فاز  دو  در    در  است.  الگوریتم    [65] شده  ازیک  نیز  

تعداد   کاهش  به  گرایش  که  است  کرده  استفاده  ژنتیک 

احتمال  ویژگی دادن  با  کار  این   . دارد  شده  انتخاب  های 

 

4 Instance Selection and Feature Selection(ISFS) 
5 Feature and Instance Selection 
6 Text Classification 
7 Meta Heuristic 
8 Simulated Annealing 
9 Penalizes 
10 Cardinality 
11 Estimation of Distribution Algorithm 
12 Transjugular Intrahepatic Portosystemic Shunt 
13 Explicit Multi-Objective 
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ها است که این مقدار در بزرگتر به ویژگی، برای حذف آن

الگوریتم ژنتیک را    کاربرد  [66]  در  .استحال تغییر کردن  

کرده   بررسی  تنها  و  باهم  نمونه  و  ویژگی  انتخاب  برای 

نمونه  و  ویژگی  همزمان  انتخاب  کلی  روش  دو  است. 

 صورت زیر است: به

 ( FSISانتخاب ویژگی در ابتدا وسپس انتخاب نمونه) •

 ( ISFSانتخاب نمونه درابتدا و سپس انتخاب ویژگی) •

زمانی   پیچیدگی  تحلیل  و  که  تجزیه  داد  نشان 

هزینه زیادی  حد  تا  نمونه  و  ویژگی  انتخاب  های  ترکیب 

می کاهش  را  بندها  طبقه  آموزش  حتی  محاسباتی  دهد. 

تنهایی   به  که  نمونه  و  ویژگی  انتخاب  از  دو،  این  ترکیب 

است داشته  بیشتری  بند    انجام شده، کاهش  -k)از طبقه 

NN   وSVM شده است(. استفاده 
 

 پژوهش روش  -8
تحقیق از    روش  و  کاربردی  هدف،  نظر  از  حاضر  پژوهش 

آزمایشگاهی ماهیت،  ابزار  شبیه -نظر  است.  سازی 

به جمع  نیز  اطلاعات  کتابخانهآوری  مطالعات  و صورت  ای 

شبیه  بخش  در  برای  دادگان حاضر  از مجموعه  نیز،  سازی 

شبیه   [67]مقاله   محیط  است.  شده  نیز استفاده  سازی 

 بوده است. 2020aنسخه  1افزار متلب نرم
 

 پژوهشروش پیشنهادی   -1-8
تخصصانجام  یهاپژوهش  شتریب حوزه  در  مقالات    یشده 

حل    یبرا  کنند یو نمونه تلاش م  یژگیمربوط به انتخاب و

نسخه   نیا از   کی ژنت  تمیالگور  یتخصص  یهامشکلات 

عموم  کیدر گسترده  آن  یفرمول  و  حل  استفاده  را  ها 

برا تلاش  حوزه    یکنند.  دو  به  کروموزوم  کردن  جدا 

و  نمونه  یبرا  ی کیو    هایژگ یو  یبرا  ی کیمختلف،   ها 

نما  یاجداگانه  یاپراتورها اعمال  حوزه  هر  به  اندیرا    ن ی. 

آسانروش از  طب  یها  سهولت  کروموزوم    یسازمدل  یعیو 

ا  یبرا ب  نیحل  برا  ند یآیه وجود ممشکلات  با    یو  مقابله 

  گری . نکته دکنندیصورت جداگانه عمل مدو مشکل به  نیا

 یریادگیخاص از    نهیزم  کیها در  روش   نیاست که ا  نیا

)بهنظارت متنعنوانشده  م یکاو مثال  کار  به    ا یو    کنندی( 

)مثلاً  یبندطبقه   کی بستگKNNخاص  در    ی(  ما  دارند. 

الگور  نجایا و  ی همزمان  یبرا  کیژنت  تمیاز  و    ی ژگ یانتخاب 

م استفاده  برا  م یکنینمونه  به  یو  از  از   یمحل  نهیفرار 

استف  یجستجو  تمیالگور درنها  میکنیم  ادهممنوع    ت یو 

ماش  ها انامهیرا  یبندطبقه   یبرا بند  طبقه  بردار    نیاز 

 

1 Matlab 

خواه  بانیپشت مجموعه    میاستفاده  انتخاب  مورد  در  کرد 

ا  د یبا   ی ورود  یداده  یارینکته اشاره کرد که در بس  ن یبه 

و نسبت  نبودن  متعادل  به  یهایژگیموارد  دست  کل  در 

کلاس    رودیم  باعثدر مورد هر کلاس    ازیاطلاعات موردن

ا  یمعمول  یبندها شوند.    نیدر  مواجه  شکست  با  مورد 

  ها یژگ یاز و  ی ها برخاز مجموعه داده  یاریدر بس  نیهمچن

تصم به  ینقش  یریگمیدر  و  را آن  توانیم  ینوع ندارند  ها 

مناسب از    یرمجموعه یز  کینمود.پس انتخاب    یتلق  یاضاف

و هم در سرعت   یبندهم در دقت کلاس  تواندیم  هایورود

 آن مثمر ثمر باشد. 

  کنیم یاستفاده م  یکژنت  یتمپژوهش از الگور  یندر ا  یزما ن

پا الگور  یانو در  اعمال  را  یتمبا    ی بر رو  جستجوی ممنوع 

 . دهیمیم یشآمده دقت را افزادستکروموزوم به ینبهتر

انجام    یدنرس  یبرا  یرز  مراحل پژوهش  در  هدف  به 

 : گیردیم

کدگذار  یهاول  یتجمع  یدتول • محاسبه  یی دودو  یبا    ی و 

ارز آزمایش جمع  یابیتابع  و  آموزش  از  استفاده  با  یت 

 بردار پشتیبان. ماشین

 :خاتمه یط شرا یدنتا رس یرتکرار مراحل ز •

جهش • و  تقاطع  عمل  ارز  ةمحاسب  و   انجام    یابی تابع 

   ید.جد یتجمع

الگور • رو  یجستجو   یتماعمال  بر   ینبهتر  یممنوع 

 ید کروموزوم جد  یابیتابع ارز یکروموزوم و بررس

   یدجد یتانتخاب جمع •

 ینه به کروموزوم یبر رو SVMاعمال طبقه بند  •

 

 دادگان مورد استفاده  -2-8
است؛ آزمایش شده  انجام  مختلف  داده  مجموعه  دو  بر  ها 

که    2مجموعه دادگان اول شامل: مجموعه داده لینگ اسپم

بر   مخربرایانامهمبتنی  و  هرزنامه  تبلیغات،    های  )مانند 

ها، جذب اطلاعات کاربران برای فروش  توسعه سئوی سایت

 آوری بانک اطلاعات( است. ها و جمعتبلیغاتچیبه سایر 

داده نیز شامل: مجموعه  دادگان دوم  های  مجموعه 

بر    3آی سییو مبتنی  شبیه رایانامهکه  فیشینگ های  سازی 

آخرین  با  که  است  ماشین  یادگیری  منبع  از  استفاده  با 

 متدهای فیشینگ آموزش داده شده است. 

صحیح و    امهرایان  2412برای مجموعه لینگ اسپم،  

دسترس    هرزنامه  481 استدر  مجموعه  بوده    داده . 

شامل  یوسی که    4601آی،  است  با    1813نمونه  نمونه 

 

2 Ling-Spam 
3 UCI 
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 75 2، شمارة 18، جلد 1399سال 

و   اسپم  این    2788برچسب  در  صحیح  برچسب  با  نمونه 

با   نمونه  هر  دارد.  وجود    شده یف توصصفت    58مجموعه 

 . [67] است

پیشنهادی، نشان  3)  در شکل الگوریتم  (، فلوچارت 

 داده شده است.
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 
 (: فلوچارت الگوریتم پیشنهادی3-شکل)

 

 ی ارزیابی ارهایمع -3-8
از   اسپم،  کردن  فیلتر  عملکرد  سنجیدن  یارهای  معبرای 

اسپم اسپم  1بازخوانی  دقت  استاستفاده2،  این  شده   .

 : اندشدهمعیارها با صورت زیر تعریف 

(1                             )  

  ,s s

s s s L

n
spamrecall

n n

→

→ →

=
+  

 

(2                         )  

  s s

s s L s

n
spam precision

n n

→

→ →

=
+   

 

𝑛𝑠→𝑠نشان تعداد  ،  ی  هارایانامهدهنده 

حقیقی به  شدهبندیطبقه  برچسب  و  است  اسپم  عنوان 

است،  آن  اسپم  تعداد  نشان   𝑛𝐿→𝑆ها  با  هارایانامهدهنده  ی 

به که  است  صحیح  حقیقی  اسپم برچسب  عنوان 

برچسب هارایانامهتعداد     𝑛𝑆→𝐿و   اند شدهبندیطبقه  با  یی 

 

1 Spam Recall 
2 Spam Precision 

صحیح    رایانامهعنوان  که به  دهد یمحقیقی اسپم را نشان  

 . اندشدهبندیطبقه 

 : شوندیمصورت زیر تعریف به  دقتمعیار 

(3                                    )
L L S S

L S

n n
accuracy

N N

→ →+
=

+  
 

از   تعداد  𝑛𝐿→𝐿منظور  بههارایانامه،  که  صورت  ی 

به و     𝑁𝐿،  اند شدهبندیطبقه صحیح    رایانامهعنوان  صحیح 

𝑁𝑆    است که    ها  هرزنامهی صحیح و تعداد  هارایانامهتعداد

 ی شوند. بندطبقهباید با فیلترینگ اسپم، 

جدول در  1)  در  استفاده  مورد  پارامترهای   )

 شود:الگوریتم پیشنهادی، مشاهده می
 

 (: پارامترهای الگوریتم پیشنهادی1)جدول 

 %90 آزمایش های  درصد داده 

 %10 های آزمون درصد داده 

 100 تعداد تکرار الگوریتم 

 20 تعداد جمعیت

 %70 نرخ تقاطع

 %3 نرخ جهش

 10 تعداد تکرار جستجوی ممنوع

 5 هاتعداد همسایه 

 

عنوان معیار ارزیابی الگوریتم پیشنهادی از صحت به 

می جدولاستفاده  در  دقت،  1)  شود  صحت،  معیار  سه   )

الگوریتم مختلف در آزمایش بر روی   بازخوانی و زمان سه 

 شود. آی دیده میسیدادگان یو

 

 هایافته -9
یافته آزمایش،  انجام  از  بپس  جدول ههای  در  آمده    دست 

پارامتر صحت، دقت، بازخوانی و زمان در دو 2) (، با چهار 

 آی سنجیده شدند. مجموعه داده لاین اسپم و یوسی
 

 آی سیها بر روی دادگان یوعملکرد الگوریتم(: 2-جدول)

 UCIدادگان 

 (sزمان ) بازخوانی  دقت صحت  نوع الگوریتم 

ماشین بردار پشتیبان  

بدون انتخاب ویژگی و  

 نمونه

5 /79% 26 /76% 67 /68% 84 

 570 %86/ 30 %91/ 30 %92/ 16 الگوریتم ژنتیک 

الگوریتم ژنتیک و 

 جستجوی ممنوع
28 /97% 14 /97% 91 /93% 782 

 Linspamدادگان 

 (sزمان ) بازخوانی  دقت صحت  

ماشین بردار پشتیبان  

بدون انتخاب ویژگی و  
3 /81% 08 /79% 43 /70% 68 

بل

 ی

 پایان 

شرط 

 توقف 

 شروع

تولید جمعیت 

اولیه با کدگذاری 

 دودویی

انجام عمل تقاطع 

 و جهش

جستجوی ممنوع 

بر روی بهترین 

 عضو جمعیت 

انتخاب جمعیت  
 جدید

محاسبه تابع  

ارزیابی 

 جمعیت 

محاسبه تابع  

ارزیابی 
جدید جمعیت  

 
محاسبه تابع  

ارزیابی  

 کروموزوم جدید 

ارزیابی با استفاده از  
 SVMآموزش 

خ

ی

 ر 
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 ) افتا(منادی امنیت فضای تولید و تبادل اطلاعات نامة علمی دوفصل 
 

2، شمارة 81، جلد 1399سال   76 

 نمونه

 387 %89/ 48 %92/ 46 %94/ 42 الگوریتم ژنتیک 

الگوریتم ژنتیک و 

 جستجوی ممنوع
22 /98% 88 /96% 12 /97% 488 

 

بالا مشخص شد که میزان دقت،   باتوجه به جدول 

الگوریتم در  بازخوانی  و  و  صحت  ژنتیک  ترکیبی  های 

جستجوی ممنوع در بالاترین حد ممکن قرار دارد و  نشان  

هرزنامه شناسایی  که  است  این  یا  دهنده  و  های  رایانامهها 

فیشینگ در مجموعه دادگان لاین اسپم، با دقت و صحت 

ب الگوریتم  دست  هبالاتری  ترکیب  نهایت  در  و  است  آمده 

می ممنوع،  و جستجوی  رو  ژنتیک  بازدهی  بیشترین  تواند 

الگوریتم کاهش داده پیشنهادی   داشته باشد. درپایان، نیز 

روش سایر  با  که  را  است  شده  مقایسه  داده  کاهش  های 

برای   مراجع  این  طبقه رایانامهی  بنددسته تمام  از  ها 

مجموعه    SVMبند سایت    شده گرفتهاسپم    ی دادهو  از 

UCI    و دقت کارایی  بدست  نتیجه  است که  استفاده شده 

ثابت    آمدهدستبهبالای   را  پیشنهادی  کند که  یماز روش 

 (، نشان داده شده است:3) نتیجه آن، در جدول
 

های مبتنی بر (: مقایسه روش پیشنهادی با روش3-جدول)

SVM  بر روی دادگانUCI  .در سایر مقالات دیگر 

 (Accدقت) نوع کاهش داده  شدهبند استفاده طبقه

Svm[68] انتخاب ویژگی با CFS 44 /91 

Svm[68]  انتخاب ویژگی با Chi 00 /93 

Svm[68]  انتخاب ویژگی با IG 00 /93 

Svm[68]  انتخاب ویژگی با GR 39 /93 

Svm[68]   انتخاب ویژگی باSU 33 /93 

Svm[68]  انتخاب ویژگی باOne R 65 /92 

Svm[68]  انتخاب ویژگی باRelief 15 /93 

Svm[68]  انتخاب ویژگی باLda 90 /91 

Svm[68]  انتخاب ویژگی باRpart 51 /90 

Svm[68]  انتخاب ویژگی باSVM 95 /85 

Svm[68]  انتخاب ویژگی باRF 23 /91 

Svm[68]  انتخاب ویژگی باNB 00 /80 

Svm[69]  انتخاب ویژگی باACO 25 /81 

Svm[70]  انتخاب ویژگیBest-First 54 /86 

vmS 28/97 روش پیشنهادی 

 

 گیری بحث و نتیجه -10
سال در  فیشینگی  حملات  انواع  و  اخیر فیشینگ  های 

بانک مشتریان  و  افراد  از  بسیاری  است  شده  ها  موجب 

ای شوند و سارقین و افراد  های گستردهدرگیر کلاهبرداری

شبیه یا  فریب  ناآگاهی،  دلیل  به  بتوانند  سازی سودجو 

به  رایانامه خود رایانامهها  دام  در  را  بسیاری  بانکی،  های 

انجام    گرفتار فتا،  پلیس  وظیفه  شرایط  این  در  کنند. 

اقداماتی در جهت پیشگیری و مقابله با فیشینگ است که 

مهم از  آنیکی  از رایانامهها،  ترین  است،  فیشینگ  های 

این   موردی  شناسایی  که  اتلاف  رایانامهآنجایی  موجب  ها 

می انسانی  خطای  یا  و  هدف  زمان  با  پژوهش  این  شود، 

هوشمند   خودکار  شناسایی  و رایانامهو  فیشینگ  های 

ها با میزان دقت و صحت بالا، به دنبال ارائه روشی هرزنامه

و  ممنوع  جستجوی  و  ژنتیک  الگوریتم  از  حاصل  ترکیبی 

بهینه  بردار پشتیبان سپس  از ماشین  استفاده  با  سازی آن 

استاندارد   دادگان  از  استفاده  با  راستا  همین  در  بود. 

لاینیوسی و  الگوریتم   اسپم، آی  پیشین،  مقالات  در    واقع 

نتایج مبین این قضیه بود که پیشنهادی، پیاده سازی شد. 

شناسایی  صحت  منظر  از  پیشنهادی  الگوریتم  نتایج 

یوسی رایانامه دادگان  برای  فیشینگ،  و  هرزنامه  آی های 

با   لاین  28/97برابر  برای  و  با  درصد  برابر    22/98اسپم 

بین   در  مقدار  این  که  خصوصا است  مشابه  مقالات  کلیه 

به  [ 70-68]  مقاله الگوریتمکه  از  اختصاصی  های  صورت 

توان ادعا کرد می  مشابه استفاده کرده بودند، بیشتر است و

 که بهترین نتایج موجود در این زمینه بوده است.

 

 پیشنهادات -11
های توسعه دهنده  آمده به شرکتدستهدر راستای نتایج ب

گردد، با  های بومی فناوری اطلاعات پیشنهاد میزیرساخت 

پژوهش،   این  در  شده  پیشنهاد  الگوریتم  از  استفاده 

شناسایی  افزونه جهت  با  رایانامههایی  مخرب  های 

های بومی فیشینگ طراحی و توسعه دهند تا بتواند  ویژگی

درگاه بستر  بر  اجرا  خارجی،  هرایانام های  با  و  داخلی  های 

های بومی را شناسایی کند و بصورت ها و فیشینگ هرزنامه

 خودکار آدرس فرستنده را به پلیس فتا گزارش کند. 

پیشنهاد می این همچنین  با توسعه  فتا  پلیس  شود 

نرم یک  عنوان  به  بر  الگوریتم  نصب  قابل  افزونه  یا  و  افزار 

ی، و قرار دادن داخلی و خارج  رایانامهروی کلیه بسترهای  

ساز  زمینه  بتوانند  فتا،  پلیس  سایت  در  آن  نصب   فایل 

 امنیت اطلاعات کاربران داخلی شوند. 
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