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 چکیده
 حاوی و نیست مرتبط آنان کاری حیطه و علایق به حتی که ناخواسته هایپیام سرییک با کاربران خدمات اینترنت، میان در سفانهأمت

آلوده و مخرب  های تبلیغاتیرایانامهاز  ایگستردهمجموعه  شوند. هرزنامه شاملمی مواجه هستند، مخرب حتی یا تبلیغاتی مطالب

 های هرزنامهدر اغلب موارد، ایمیل شود.یم سرقت اطلاعات شخصیها و رفتن داده یناز ب یان،موجب ز کارانهخراببا اهداف است که 

و  بارگیریو کاربر با  شوندیارسال م کاربران یبرا یمهضم هاییلفا یا یپتدر قالب اسکر طورمعمولبهکه  هستند ییبدافزارها یحاو

ک روش جدید برای تشخیص ایمیل هرزنامه برمبنای کند. در این مقاله ییخود را به بدافزار آلوده م رایانهشده، یمهضم یلفا یاجرا

های منظور انتخاب ویژگیشود. روش پیشنهادی بهسازی مغناطیسی پیشنهاد میترکیب الگوریتم جستجوی هارمونی با الگوریتم بهینه

شود. در روش پیشنهادی با استفاده از نزدیکترین همسایه انجام می Kبندی با استفاده از الگوریتم ثیرگذار استفاده و سپس طبقهأت

کنیم و ماتریس هارمونی برمبنای آنها ها را برای الگوریتم جستجوی هارمونی پیدا میسازی مغناطیسی، بهترین ویژگیالگوریتم بهینه

غییرات گام در هر مرحله بردارهای هارمونی را تغییر روزرسانی و نرخ تهسپس الگوریتم جستجوی هارمونی برمبنای ب شود؛تشکیل می

نشان  Spambaseداده ها برروی مجموعهها انتخاب شود. نتایج ارزیابیعنوان بردار ویژگیدهد تا در میان آنها بهترین بردار بهمی

ر تکرار، دقت تشخیص آن برابر با با دویستدهد که روش پیشنهادی با تعداد تکرارهای بیشتر، درصد صحت بیشتری دارد و با می

 درصد است.  97/19
 

 سازی مغناطیسی، درصد صحتکلیدی: تشخیص ایمیل هرزنامه، انتخاب ویژگی، الگوریتم جستجوی هارمونی، الگوریتم بهینه واژگان

 

 مقدمه -9
، تاکنون اینترنت شبکه یمتعدد رو خدمات با توجه به

 ینترنت،گوناگون ا هایخدمت یاناز م خدمت ینترمهم

 ینترنتاز کاربران ا یاری. بس[1] بوده است خدمت رایانامه

 وسیلةبهآمده امکانات فراهم یراز سا یشتربخش ب یناز ا

سری اما در مقابل یک ؛کنندیاستفاده م یشبکه جهان ینا

برای مقاصد دیگری  سامانه رایانامهاز نفوذگران اینترنتی از 

های کاربران و نفوذ به سیستممانند سرقت اطلاعات 

واقع عمل ارسال در هرزنامه یمیلاکند. استفاده می

 یتجار ایبدون درخواست و بطور مکرر با محتو هاییامپ

هرزنامه در  یمیل. ا[2] است کاربرانبزرگ به  یاسدر مق

 یکبه  یلتبد ،شد ینترنتکه وارد ا یوقت 1991اواسط 

که امروزه  یصورتهب ؛یافتروز گسترش بهمعضل شد و روز

ها را یمیلدرصد ا 08تا  01محافظه کارانه  ینتخم یکبا 

 رودیدرصد بالاتر م 98از  موارد یو در بعض یردگیدر بر م

[3]. 

 و ترین، سادهواژگانبر اساس محتوا و  یصتشخ

 اگر. است ایمیل هرزنامه شناسایی برای راه ترینرایج

 رایانامه دهندهتشکیل اجزای ایمحتو یا و ایمیل محتوای

نشانی  و صفحه در موجود هایپیوندها، عنوان، تگ مانند

ایمیل  عنوانبه ،باشد خاصی واژگان اینترنتی شامل

 اغلب نویسانهرزنامه. [4شود ]می تشخیص داده هرزنامه

جذاب مانند رضایت، ارزان، خرید، برنده  و خاص عبارات از

 استفاده تارنما یا رایانامه در کاربران توجه جلب و... برای

 مورد واژگان نویسانهرزنامه طورمعمولبهکنند. می

 دهند.می تغییر مختلف هایشیوه به دائماً را خود استفاده
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) افتا(منادی امنیت فضای تولید و تبادل اطلاعات نامة علمی دوفصل  
 

9، شمارة 97، جلد 9911سال   94 

. شودمی دقت کاربران کاهش باعث مکرر تغییر این

 هایتارنما یا و هارایانامه رفتندست از همچنین احتمال

بالا  واژگان این از انبوه استفاده علتبه قانونی و واقعی

 است.

از  یاریدر بس حساسیمرحله  یژگینتخاب وا

از  ینهبه یرمجموعهانتخاب ز یبرا یبندمسائل طبقه

و کاهش  یادگیریدقت  یشها است که سبب افزایژگیو

ها همه داده. در مجموعه[8,6] شودیم یزمان محاسبات

وابسته  یهایژگیو یستند،ن یدمف یبندطبقه یها برایژگیو

کنند و ینم یهها تهرده رهاطلاعات اضافه دربا یچو زائد ه

 ینبنابرا ؛هستند ایفهها نویژگیاز و یاغلب تعداد

 یرمجموعهز یک یینتع یبرا یژگیانتخاب و یهاروش

 ییشناسا ینبنابرا ؛دشونیاستفاده م ینهبه یژگیو

مهم  ،دارند یبا خروج یادیز یکه وابستگ ییهایژگیو

ها که دادهاز مجموعه ییهایژگیو یژگی،است. انتخاب و

انتخاب  ،ثرتر هستندؤم یخروج گویییشپ یبرا یبرا

 [. 7] کندیم

در این مقاله یک روش ترکیبی برمبنای الگوریتم 

سازی مغناطیسی [ و الگوریتم بهینه0جستجوی هارمونی ]

شود. الگوریتم انتخاب ویژگی پیشنهاد می[ برای 9]

 مسائل برای بودنکاربردی دلیل[ به0جستجوی هارمونی ]

 کم، ریاضیاتی محاسبات پیوسته، گسسته و سازیبهینه

 از یکی به آسان و اجرای کم پارامترهای ساده، مفهوم

 اخیر هایدر سال سازیبهینه هایالگوریتم پرکاربردترین

در  الگوریتم این. است شده تبدیل مختلف مسائل در

 ریاضی هایفراابتکاری، فرمول هایروش سایر با مقایسه

 با مهندسی مختلف مسائل در را آن توانو می دارد کمتری

 یتمالگورد. کر تطبیق و عملگرها پارامترها در تغییر

های [، یکی از الگوریتم9سازی مغناطیسی ]بهینه

 سازی کاربردینهبرای حل مسائل به فراابتکاری است که

 نیروی یتحل مسائل از خاص برای یتمالگوراین دارد. 

عنوان به پاسخ هر یتمالگور ین. در اکندیذرات استفاده م

 ترینهبه که هاییذره . حالشودیذره در نظر گرفته م یک

را به  یگرد توانند ذراتیدارند و م یشتریب نیرویباشند، 

 ینبر ا یتمالگور یندر ا یده اصلیا .سمت خود جذب کنند

نقاط خوب ممکن است  اطراف است که در استوار یهپا

به  یفنقاط ضع یلدل همین شود. به یافتنقاط بهتری 

 شوند.می داده حرکت ینهسمت نقاط به

در روش ترکیبی برای ایجاد حافظه هارمونی 

مغناطیسی استفاده سازی هوشمند از الگوریتم بهینه

هایی برای حافظه هارمونی شود. بدین معنی، ویژگیمی

شوند که فاصله بین آنها کمتر باشد. همچنین انتخاب می

ترین نزدیک kها از الگوریتم بندی نمونهبرای طبقه

بندی در دو مرحله [. طبقه11شود ]همسایه استفاده می

مرحله آموزش، روش  گیرد. درآزمایش و آموزش انجام می

سری قوانین از قبیل محاسبه فاصله اقلیدسی برمبنای یک

شود و های مشابه به هم ساخته میو تشخیص نمونه

بندی مرتب های آموزش برمبنای رتبهسپس نمونه

تشابه به  بیشینهآزمایش برمبنای  یهاشوند و نمونهمی

داده  های غیرهرزنامه و هرزنامه نسبتردهیکی از 

[ با 11] Spambaseداده شوند.  در این مقاله مجموعهمی

دهیم. ویژگی را مورد ارزیابی قرار می 87نمونه و  4611

 1013هرزنامه با  ردهشامل دو  Spambaseداده مجموعه

( 6/61)% نمونه 2700( و غیرهرزنامه با 4/39)% نمونه

 است.

 

 کارهای قبلی  -2
اجتماع ذرات با شبکه عصبی سازی روش ترکیبی بهینه

منظور تشخیص ایمیل هرزنامه مصنوعی چندلایه به

سازی اجتماع [. از الگوریتم بهینه12پیشنهاد شده است ]

ها و از شبکه عصبی مصنوعی ذرات برای انتخاب ویژگی

ها استفاده شده است. چندلایه برای آموزش و آزمایش داده

ع ذرات با شبکه عصبی سازی اجتماروش ترکیبی بهینه در

تابع  با پرسپترون یاز شبکه عصبمصنوعی چندلایه 

درصد  هشتادو  پنهان یهلا یبرا ی سیگموئیدسازفعال

آزمایش استفاده  یدرصد برا بیستآموزش و  برای هاداده

های مخفی در روش شبکه عصبی شده است. تعداد لایه

وریتم لحاظ شده و تکرار الگ 18-3مصنوعی چندلایه بین 

سازی اجتماع ذرات برای انتخاب ویژگی برابر بهینه

با  Ling-Spamداده است. ارزیابی برروی مجموعه دویست

ایمیل  2171ایمیل هرزنامه و  401)رایانامه  2809

 هزارششبا  Spam-Assassinداده غیرهرزنامه( و مجموعه

داده انجام شده است. ارزیابی برروی مجموعه رایانامهنمونه 

Spam-Assassin  وLing-Spam  نشان داده که مقدار

سازی اجتماع ذرات با شبکه صحت در روش ترکیبی بهینه

 79/99و  90/99ترتیب برابر هعصبی مصنوعی چندلایه ب

سازی ها نشان داده که روش ترکیبی بهینهاست. مقایسه

اجتماع ذرات با شبکه عصبی مصنوعی چندلایه در مقایسه 

های ماشین بردار پشتیبان با تابع کرنل، ماشین شبا رو

بردار پشتیبان با تابع شعاعی پایه و شبکه عصبی مصنوعی 

ترین با تابع شعاعی پایه دقت تشخیص بهتری دارد. مهم
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 یسازنهیبه تمیالگور بیهرزنامه با استفاده از ترک لیمیا صیتشخ یبرا دیمدل جد کی

  یهارمون یجستجو تمیبا الگور یسیمغناط

 99 9، شمارة 97، جلد 9911سال 

عنوان مزیت روش ترکیبی این است که چندین بردار به

اند و برای هر اجرا یک بردار بردارهای ویژگی انتخاب شده

شود و وت به شبکه عصبی مصنوعی چندلایه داده میمتفا

 شود.برداری که بیشترین مقدار صحت را دارد انتخاب می

سازی اجتماع ذرات با الگوریتم یبی بهینهترک روش

 یشنهادهرزنامه پ یمیلا بندیمنظور طبقهبهانتخاب منفی 

 Spambaseداده مجموعه یبررو یابی[. ارز13شده است ]

سازی یبی از الگوریتم بهینهشده است. در روش ترکانجام 

دادن الگوریتم انتخاب منفی منظور بهبوداجتماع ذرات به

استفاده شده است. ایجاد ماتریس اولیه برای تشخیص 

برای تشابه  وها برمبنای سرعت ذرات تشکیل شده نمونه

 یجنتاها از معیار فاصله تشابه استفاده شده است. بین نمونه

سازی اجتماع ذرات با الگوریتم بهینه نشان داده که روش

تمایز ، نیوی بیز هایبا روش یسهدر مقاانتخاب منفی 

الگوریتم انتخاب و  انتخاب ویژگی با ماشین بردار پشتیبان

ماشین بردار با  یسهبالاتر و در مقا یصدقت تشخ منفی

در  صحتدارد. مقدار  یکمتر یصدقت تشخپشتیبان 

سازی اجتماع ذرات با الگوریتم انتخاب منفی نهبهی روش

تمایز انتخاب ویژگی ، نیوی بیز هایو در روش 21/03برابر 

 یبترتهب الگوریتم انتخاب منفیو با ماشین بردار پشتیبان 

ترین مزیت این روش مهم است. 06/60و  71، 0/70برابر 

شوند میها در هر تکرار ذخیره این است که بهترین نمونه

شده در های ذخیرهتوان نمونهو با پایان تکرار برنامه می

 د.کربندی استفاده بردار اولیه را برای طبقه

روش ترکیبی الگوریتم تکامل تفاضلی و الگوریتم 

انتخاب منفی برای تشخیص ایمیل هرزنامه پیشنهاد شده 

[. مشکل اصلی در تشخیص ایمیل هرزنامه، 14است ]

ها است. در روش خیص فاصله بین ویژگیضعف در تش

ترکیبی از الگوریتم تکامل تفاضلی برای تشخیص فاصله 

ها استفاده شده و از الگوریتم انتخاب منفی بین ویژگی

دادن تکامل تفاضلی استفاده شده است. نتایج برای بهبود

نمونه نشان داده  4611با  Spambaseداده برروی مجموعه

ترکیبی الگوریتم انتخاب منفی  که دقت تشخیص روش

 درصد است. 06/60و   16/03ترتیب برابر با هب

روش ترکیبی برمبنای شبکه عصبی مصنوعی و 

برای تشخیص ایمیل هرزنامه  و درخت تصمیم است

ها با استفاده [. در این روش داده18پیشنهاد شده است ]

شوند از شبکه عصبی مصنوعی آموزش و آزمایش داده می

از شوند. بندی میطبقه C4.5و با استفاده از درخت 

ثر ؤم یاصل هایویژگی یلتحل جهت C4.5یتم درخت الگور

فاده شده است. در درخت ایمیل هرزنامه و تشخیص استبر 

C4.5 یک گرهر مسیر از ریشه به سمت یک گره، نمایان 

داده ارزیابی برروی دو مجموعه .است بندیطبقه قانون

Spam-Assassin  وCorpus 2006  انجام شده است. نتایج

نشان داده که  Spam-Assassinبرروی مجموعه داده 

های روش و در 18/09مقدار صحت در روش ترکیبی برابر 

ترتیب برابر هب C4.5سازی کمینه ترتیبی و نیوی بیز، بهینه

است. و همچنین برروی  10/73و  62/00، 10/01

مقدار صحت در روش ترکیبی برابر   Corpusمجموعه داده

سازی کمینه های نیوی بیز، بهینهو در روش 07/91

 18/00و  79/09، 18/00ترتیب برابر هب C4.5ترتیبی و 

 است.

گیری، ماشین بردار های درخت تصمیمروش

پشتیبان و شبکه عصبی مصنوعی و ترکیب آنها بر روی دو 

اند ایش و اجر شدهویژگی آزم چهاردهمجموعه داده با 

 336) رایانامه 814داده اولی شامل [. مجموعه16]

داده دومی شامل هرزنامه( و مجموعه 160غیرهرزنامه و 

هرزنامه( است. در  271غیرهرزنامه و  307)رایانامه  687

گیری از آنتروپی، ماشین بردار پشتیبان از درخت تصمیم

تابع کرنل و شبکه عصبی مصنوعی از خطای میانگین 

استفاده شده است. نتایج بر روی مجموعه داده اولی نشان 

و در  17/91داده که مقدار صحت در روش ترکیبی برابر 

گیری، ماشین بردار پشتیبان و های درخت تصمیمروش

و  69/00، 00/09ترتیب برابر هشبکه عصبی مصنوعی ب

داده دومی درصد صحت در است. و برروی مجموعه 00/09

های درخت و در روش 70/91روش ترکیبی برابر 

گیری، ماشین بردار پشتیبان و شبکه عصبی تصمیم

 ست.ا 14/09و  07/91، 07/91ترتیب برابر همصنوعی ب

ایمنی مصنوعی برای تشخیص  امانةالگوریتم س

های مهم پیشنهاد ایمیل هرزنامه برمبنای انتخاب ویژگی

گونه است که در ابتدا [. روال روش این17شده است ]

مهم در متن  واژگانشود و پردازش انجام میعملیات پیش

ایمیل شناسایی و تکرار آنها شمارش و همچنین نمادها و 

بندی از آنها شکوک شناسایی و برای طبقهم واژگان

با  TREC07داده شود. ارزیابی برروی مجموعهاستفاده می

هرزنامه(  81199غیرهرزنامه و  28221)رایانامه  78419

 .است 21/06نشان داده که دقت تشخیص برابر %

[ برای تشخیص ایمیل 10بندی بیزین ]طبقه

و  1811، 1111داده که شامل هرزنامه برروی سه مجموعه

اجرا و آزمایش شده است. در  ،هستند رایانامه 2111

شود. بندی بیزین از روابط احتمالاتی استفاده میطبقه

نتایج نشان داده دقت تشخیص برای سه روش بیشتر از 
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درصد است. برای ارزیابی از معیارهای صحت، دقت و 93

ترتیب برای هب بازخوانی استفاده شده است. مقدار صحت

 است. 46/96و  09/94، 90/93داده برابر سه مجموعه

روش ترکیبی شبکه عصبی مصنوعی با الگوریتم 

بندی منظور انتخاب ویژگی و طبقه[ به19انتخاب منفی ]

ایمیل هرزنامه پیشنهاد شده است. در روش ترکیبی شبکه 

عصبی مصنوعی با الگوریتم انتخاب منفی از الگوریتم 

اب منفی برای انتخاب ویژگی و از شبکه عصبی انتخ

ها استفاده شده است. بندی نمونهمصنوعی برای طبقه

های انتخاب ویژگی الگوریتم انتخاب منفی یکی از الگوریتم

است که از بردارهای اولیه و وزندهی برای انتخاب 

کند. روش شبکه عصبی مصنوعی که ها استفاده میویژگی

آن شبکه عصبی مصنوعی چندلایه است ترین نوع مهم

بندی و کاهش خطا دقت بالایی دارد. نتایج برای طبقه

نمونه ایمیل هرزنامه نشان داده که دقت  4611برروی 

روش ماشین بردار پشتیبان با الگوریتم انتخاب منفی برابر 

درصد است که در مقایسه با ماشین بردار پشتیبان  31/94

 دقت بیشتری دارد.
 

 روش پیشنهادی-9
در این بخش، مراحل روش پیشنهادی که ترکیبی از 

سازی الگوریتم جستجوی هارمونی با الگوریتم بهینه

مغناطیسی است توضیح داده شده است. در روش 

پیشنهادی هدف این است که با استفاده از الگوریتم 

ها برای ماتریس سازی مغناطیسی  بهترین ویژگیبهینه

ها کشف شوند. در هر تکرار بهترین ویژگی حافظه هارمونی

شوند و وارد له برمبنای نزدیکی پیدا میأدر فضای مس

های وارد شده به شوند. تعداد ویژگیحافظه هارمونی می

الگوریتم جستجوی هارمونی به منزله جمعیت اولیه 

هستند. دلیل انجام این کار این است که در هر تکرار 

ها باشد. در روش بهترین ویژگیحافظه هارمونی شامل 

برمبنای  هارمونی بردارهای از اولیه نسل پیشنهادی،

مرحله  شوند. درسازی مغناطیسی پر میالگوریتم بهینه

 کردنلحاظ از استفاده با حافظه هارمونی ماتریس دوم،

 از تصادفی ایجاد نسل و گام تطبیق ،بازبینی حافظهقواعد 

. در شودمی ایجاد الگوریتم حافظه در های موجودحلراه

از بدترین  ،جدید هایاگر هارمونیمرحله سوم، 

و  هاآن موجود در حافظه بهتر باشد، جایگزین هایهارمونی

لذا  ؛دنشوموجود در حافظه حذف می هایبدترین هارمونی

ها از در روش پیشنهادی برای دستیابی به بهترین هارمونی

شود. زی مغناطیسی استفاده میساالگوریتم بهینه

های همچنین الگوریتم جستجوی هارمونی، هارمونی

کند و اگر بعضی شده در مراحل قبلی را ذخیره میارزیابی

ها باعث کاهش دقت تشخیص شوند عمل از ویژگی

عنوان ویژگی دهد و از آنها بهجایی را انجام میجابه

(، روندنمای روش 1) در شکلکند. جایگزین استفاده می

 پیشنهادی نشان داده شده است.

 
 (: روندنمای روش پیشنهادی9-)شکل
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 یسازنهیبه تمیالگور بیهرزنامه با استفاده از ترک لیمیا صیتشخ یبرا دیمدل جد کی

  یهارمون یجستجو تمیبا الگور یسیمغناط

 99 9، شمارة 97، جلد 9911سال 

سرعت و  سازی مغناطیسی،در الگوریتم بهینه

 سراسریو  ینقاط بهینه محل براساس موقعیت ذرات

 فضای ذرات در تمامی. در هر بار تکرار، شوندیروز مبه

nسراسریتا نقطه بهینه  کنندیحرکت م لهأمس یبعد 

ر دسازی مغناطیسی بهینهپیدا شود. امتیاز الگوریتم 

. مورد نیاز است یساده و تعداد کم پارامترها یسازپیاده

ی، حافظه هارمونتوسط  یهارمون یدر الگوریتم جستجو

 متغیرهای مجموعه) یارراه حل ج یتمام بردارها

. در هر دور تکامل الگوریتم شوندیذخیره م ی(گیرتصمیم

نسبت به  که تولید شود یاگر بردار ی،هارمون یجستجو

باشد، در حافظه  تربرازندهموجود در حافظه  یبردارها

مورد  ی بعدیهاو ممکن است در نسل شودیذخیره م

 ی،هارمون یالگوریتم جستجو آغازبا . استفاده قرار گیرد

 یصورت تصادفکه به یهایبا ترکیب یحافظه هارمون

. مقداردهی اولیه شودمیاولیه  یمقدارده شوند،می تولید

فتادن های تصادفی احتمال گیراحافظه هارمونی با ترکیب

. در روش پیشنهادی دهددر بهینه محلی را افزایش می

این است که از  سازی مغناطیسیهدف الگوریتم بهینه

تولیدهای مبنی بر تولید تصادفی در الگوریتم جستجوی 

و بردارهایی برازنده در مرحله  شودهارمونی جلوگیری 

سازی مغناطیسی تولید الگوریتم بهینه وسیلةبه نخست

 ی،هارمون یالگوریتم جستجو مراحلدر طول شوند. 

د، دارن یبهتر برازندگیکه  یهایبا ترکیب هارمونی حافظه

 عنوانمراحل تکامل، بهترین ترکیب به انتهایپر و در 

. اگر چندین شودیم یمعرف یشده نهایانتخاب ترکیب

 نهایی بهینه یافت شوند، راه حل برازندگیترکیب با 

. این حالت، شودیاز میان آنها انتخاب م یطور تصادفبه

 سازی،بهینه هلأاست که تابع هدف یک مس یزمان همانند

 .باشد سراسریچندین نقطه بهینه  یدارا

 

 هاسازی دادهنرمال -9-9
مهمترین عملی که باید در ابتدای روش پیشنهادی انجام 

های مجموعه که ویژگیاز آنجاییسازی است. شود، نرمال

منظور ا دارای مقادیر مختلفی هستند، بههداده

 یکو  صفرها به فاصله بین سازی، مقدار ویژگییکسان

ترین عدد سازی، کوچک. در فرایند نرمالشوندتبدیل می

 maxترین عدد با و بزرگ minمربوط به هر ویژگی با 

. عمل استمقدار هر ویژگی  xشود. و نشان داده می

[. مقدار 21شود ](، انجام می1) سازی طبق معادلهنرمال

x𝑚𝑎𝑥 و 𝑥𝑚𝑖𝑛 باشند.می صفرو  یکترتیب برابر هب 

(1 )                  
minminmax ][*

minmax

min
xxx

x
y 




 

 

ها در منظور بازنمایی دادهدر روش پیشنهادی به

ها برمبنای مقدار صفر و یک ابتدا در فضای جستجو عامل

هایی که فقط مقدار یک دارند از شوند. عاملمشخص می

بندی برروی آنها عملیات طبقه ،ها خواندهمجموعه داده

 شود.صورت انتخابی انجام میبازنمایی اطلاعات به وانجام 
 

سازی مغناطیسی: الگوریتم بهینه -2-9

 ایجاد جمعیت اولیه
 ذرات سازی مغناطیسی، تمامدر الگوریتم بهینه

 داده نشان شبکه توری ساختاری شبیه به در مغناطیسی

 .است صفر آنها برابر با سرعت اولیه و موقعیت شوند ومی

را تنها  یروتوانند نیم یسیذرات مغناطله، أدر فضای مس

که توسط  یرویین، خود اعمال کنند یگانبه همسا

𝑋𝑢𝑣یه همسا
𝑡 به ذره 𝑋𝑖𝑗,𝑘

𝑡 طبق معادله ،شودیاعمال م 

𝐷(𝑋𝑢𝑣(، 2) شود. در معادله( تعریف می2)
𝑡 , 𝑋𝑖𝑗,𝑘

𝑡 فاصله  (

𝑋𝑖𝑗,𝑘بین ذره 
𝑡 اش و همسایه𝑋𝑢𝑣

𝑡 هر ذره در  است. مقدار

𝐵𝑖𝑗ی یسمغناط یداندر م یتجمع
𝑡 ذرات  شود.یم یرهذخ

دنبال بهترین نقاط بهینه سراسری در فضای جستجو به

عنوان به ،ای که بهترین مقدار را داشته باشدهستند. ذره

شود و بقیه ذره سراسری در بین جمعیت شناخته می

آمده توسط ذره دستهدنبال بهترین نقطه بذرات به

گر کمترین و بیان maxو  minسراسری هستند. مقدار 

 .هستندام 𝑖ذره  وسیلةبهشده بیشترین نقاط پیدا
 

(2)                          

max

min

),(

*)(

,

,

,,









t

ij

t

ijt

ij

t

kij

t

uv

t

ij

t

kij

t

uvt

kij

t

kij

B

B
Bwhere

XXD

BXX
FF

 

 

𝐷(𝑋𝑢𝑣(، 2در معادله)
𝑡 , 𝑋𝑖𝑗,𝑘

𝑡 𝑋𝑖𝑗,𝑘فاصله بین ذره  (
𝑡  و

𝑋𝑢𝑣اش همسایه
𝑡 ( محاسبه می3) است و طبق معادله-

𝑋𝑢𝑣(، 3) شود. در معادله
𝑡  و𝑋𝑖𝑗,𝑘

𝑡 هستند و  ذرات یتموقع

k ت. پارامترهای اس لهأمسبعاد ا𝑈𝑘  و𝐿𝑘  کران بالا و

 پایین جمعیت هستند.
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 ،دارندتری ( ذراتی که فاصله نزدیک3) طبق معادله

عنوان ذرات برازنده انتخاب و وارد الگوریتم جستجوی به
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سازی و کشف انتخاب شوند و مرحله بهینههارمونی می

 شود.ویژگی شروع می

 

الگوریتم جستجوی هارمونی: انتخاب  -9-9

 ویژگی
 بهترین حفظ جهت هارمونی، جستجوی الگوریتم در

 دهاستفا "هارمونی حافظه" از پیشین، هایحلراه

 N  هارمونی برمبنایحافظه ابعاد ماتریس  .شودمی

HMS شود که تعیین میN ها یا برابر با تعداد نمونه

برمبنای  HMSله مورد نظر است و مقدار أمتغیرهای مس

 یشامل مجموعه از بردارهاشود. ابعاد له تعیین میأمس

 یسماتر یک یقتحقدر یحافظه هارمون. استراه حل 

 یک ی. هر هارموناست هایهارمون یاست که در بردارنده

 ها()ویژگی یرهایمتغ ةدربردارند بردار است که

 ین. در گام آغازاست سازیینهه بهلأمس گیرییمتصم

 یه ایجاداول هاییبه تعداد دلخواه هارمون توانیم یتمالگور

. ماتریس حافظه دکر یرهذخ یهارمون ةده و در حافظکر

شده تولید های(، با ویژگی4) مونی طبق معادلههار

 .شودپر می سازی مغناطیسیالگوریتم بهینه وسیلةبه
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𝑇کنید  فرض = {𝑇1, 𝑇2, … , 𝑇𝑛} هاویژگی مجموعه 

هدف، انتخاب یک زیرمجموعه بهینه از  که باشند

 ماتریس تشکیل مقاله، این اصلی ها است. هدفویژگی

هرزنامه  بر حاکم شرایط بتواند که است بهینه هایویژگی

 این در بنابراین،. دکن تفکیک خوبیبه را و غیرهرزنامه

 انتخاب برای جستجوی هارمونی الگوریتم از مقاله

 به بندیطبقه دقت تا شودمی استفاده بهینه هایویژگی

 .برسد بیشینه

الگوریتم جستجوی  نخست مرحله با مطابق

طور  به هارمونی بردارهای از اولیه نسل یک هارمونی،

 در .شودمی هارمونی ذخیره حافظه در و ایجاد تصادفی

 با جدید( )حل جدید هارمونی بردار یک مرحله دوم

 ایجاد نسل و گام تطبیق حافظه، کردنلحاظ از استفاده

 ایجاد الگوریتم حافظه در های موجودراه حل از تصادفی

از بدترین  ،اگر هارمونی جدید. در مرحله سوم، شودمی

آن و  هارمونی موجود در حافظه بهتر باشد، جایگزین

. در شودبدترین هارمونی موجود در حافظه حذف می

شرط پایان اجرای الگوریتم بررسی مرحله چهارم، 

بررسی تعداد  رمونیاشود که در الگوریتم جستجوی همی

 3 مراحل ،در صورت عدم برقراری شرط پایان تکرار است.

یافتن توان شرط پایانالبته می .شودمجدداً تکرار می 4و 

د و تا کرالگوریتم را برای مقدار بهینه مشخصی تنظیم 

 شود.مراحل الگوریتم تکرار  ،مقدار پایان آن

یتم جستجوی هارمونی الگوریت اولیه در معج

الگوریتم  وسیلةبه درقبلشامل مقادیری است که 

اند و در الگوریتم سازی مغناطیسی تولید شدهبهینه

جستجوی هارمونی در حالت پیوسته قرار دارند و باید به 

، روزرسانی نقاط فضای جستجوبه باحالت گسسته بروند. 

. برای انتخاب شودمی انجام هایافتن بهترین ویژگی عمل

ونی باید فضای الگوریتم جستجوی هارم وسیلةبهها ویژگی

در نسخه . شودله از پیوسته به گسسته تبدیل أمس

یابد و به حالت تغییر موقعیت هر هارمونی باید ، دودویی

 گر احتمالکه این مقدار بیان داده شودنگاشت [ 1,1]

، موقعیت ددودییدر نسخه لذا،  ؛تسا x بودنیک صفر یا

پیدا  تغییرو یک  در هر بعد به دو مقدار صفر هارمونیهر 

، در یک فضا محدود به صفر و هارمونییعنی هر  کند.می

، ابتدا دودویی روش سازیپیادهبرای  کند.می یک حرکت

سپس، این  ،محاسبه ،عددر هر بُموقعیت هر هارمونی 

به  تابع محدود کننده سیگموید مقدار با استفاده از

. تابع سیگموئید، شودمقداری بین صفر و یک نگاشت می

به  یبرا یاحتمال یربه مقاد موقعیت یرمقاد یینتع یبرا

موارد برای  تربیشدر  است. یها ضروریتموقع یروزسان

تبدیل فضای پیوسته به دودویی از تابع سیگموئید 

لذا تغییرات الگوریتم جستجوی  ؛شوداستفاده می

اعداد  rand. تابع شود(، انجام می8) هارمونی طبق معادله

 کند.[ تولید می1,1بازه ]تصادفی در 
 

(8      )                                   
ijxij

e
XS





1

1
)( 

 

(6    )         01)(  ijijij xelsexthenXSrandif 

 

 تابع برازندگی -9-9
شوند که هایی انتخاب میویژگی در روش پیشنهادی،

ی برای انتخاب تابع برازندگبهترین برازندگی را دارند. 

(، 7شود. در معادله )( تعریف می7ها طبق معادله )ویژگی

|n| و هایژگیتعداد کل و |S| های انتخاب یژگیتعداد و

درصد صحت و مقدار  accuracyپارامتر است.  شده
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 94 9، شمارة 97، جلد 9911سال 

ترتیب برابر هثابت هستند و مقدار آنها ب و  پارامترهای 

 .است 1و  99با 

 
 

(7     )           
||

||||
..

n

Sn
AccuracyFitness


  

 

 نزدیکترین همسایه kبندی با طبقه -4-9
ترین معیار برای ترین همسایه، مهمنزدیک kدر الگوریتم 

های مشابه استفاده از معیار فاصله است. تشخیص نمونه

 صورتبه یژگیبردار و کیاگر  )(),...,(),( 21 xzxzxz n
 

های آن از فاصله تعریف شود برای تشخیص همسایه

آوردن فاصله دستهمنظور ب( به0اقلیدسی طبق معادله )

 شود.استفاده می x𝑗و  𝑥𝑖بین دو ویژگی 
 

(0)                    



n

k

jkikji xzxzxxd
1

2))()((),( 

 

ترین همسایه در ابتدا نزدیک kبرمبنای الگوریتم 

های آموزشی، ارزیابی و یک روش به منظور تشابه نمونه

ها برمبنای نزدیکی شود. نمونهها ایجاد میبین نمونه

ها )دسته هرزنامه و غیرهرزنامه( فاصله و تشابه به دسته

برای  اینمونهشوند. در ابتدا باید اختصاص داده می

 یشترینباش یگیدر همساکه  شودانتخاب بندی طبقه

 باشد. برای آن وجود داشته باشدمنتسب  نمونهتعداد 

فاصله اقلیدسی بین نقاط محاسبه  ازآنکهپسدرنتیجه، 

فاصله اقلیدسی، از  برحسبی عناصر سازمرتبشد، با 

همسایه دارای  kهمسایه، برچسبی که از میان  kمیان 

 .شوداکثریت است به نمونه ناشناخته داده می

 روش در های هرزنامهایمیل تشخیص برای

خود  که شده، استفاده تشابه درجه معیار از پیشنهادی

 رایانامههای گیری فاصله بین نمونهاندازه برای معیاری

 است.

 

 معیارهای ارزیابی -6-9
بندی از چهار در این مقاله، جهت ارزیابی کارایی طبقه

گیری و صحت استفاده شده معیار دقت، بازخوانی، اندازه

های درست به تعداد است. دقت نشان دهنده تعداد نمونه

دهد که اگر ها است. معیار بازخوانی نشان میکل نمونه

 Aوع تشخیص داده شد با چه احتمالی ن Aی، نوع انمونه

( محاسبه 11( و )9) . دقت و بازخوانی طبق معادلهاست

 [.21شوند ]می

 

 معادلات توضیحات شماره

Precision دقت (9) =
TP

TP + FP
∗ 100 

Recall بازخوانی (11) =
TP

TP + FN
∗ 100 

(11) 
F-

Measure 
F − Measure

=
2 ∗ Precision ∗ Recall

Precision + Recall
 

 صحت (12)
Accuracy =

TP + TN

TP + TN + FP + FN
∗ 100

  

(، درست TPپارامترهای درست مثبت)

( از FN(، کاذب منفی)FP(، کاذب مثبت)TNمنفی)

پارمترهای اصلی برای معیارهای ارزیابی هستند. پارامتر 

گر تعداد رکوردهایی است که دسته بیاندرست مثبت، 

نیز دسته  بندیطبقهها مثبت بوده و الگوریتم واقعی آن

پارامتر  درستی مثبت تشخیص داده است.ها را بهآن

گر تعداد رکوردهایی است که دسته بیاندرست منفی، 

نیز دسته  بندیدستهها منفی بوده و الگوریتم واقعی آن

پارامتر  درستی منفی تشخیص داده است.ها را بهآن

بیانگر تعداد رکوردهایی است که دسته کاذب مثبت، 

ها دسته آن بندیطبقهها منفی بوده و الگوریتم آنواقعی 

. پارامتر کاذب اشتباه مثبت تشخیص داده است را به

بیانگر تعداد رکوردهایی است که دسته واقعی منفی، 

ها را دسته آن بندیطبقهها مثبت بوده و الگوریتم آن

 اشتباه منفی تشخیص داده است.به

 

 ارزیابی و نتایج -9
داده نتایج روش پیشنهادی برروی مجموعهارزیابی و 

Spambase  4/39ویژگی که شامل  87نمونه و  4611با 

درصد ایمیل غیرهرزنامه  6/61درصد ایمیل هرزنامه و 

انجام  VC#.NET 2017نویسی در محیط برنامه است

تعداد تکرار در روش پیشنهادی برابر  بیشینهشده است. 

نزدیکترین همسایه  k در الگوریتم kاست و مقدار  211

برابر سه است. همچنین تعداد حافظه هارمونی برای 

 هفتاداست. در روش پیشنهادی  صداجرای اولیه برابر با 

درصد  سی آموزش روش و قسمت یها برادرصد از داده

ه است. در در نظر گرفته شد روشآزمون  یها برااز داده

مختلف  هایابتدا روش پیشنهادی را با انتخاب ویژگی

ارزیابی کردیم و با هر تعداد ویژگی نتایج متفاوتی حاصل 

(، ارزیابی روش پیشنهادی با 1) شده است. در جدول

ها مختلف برمبنای معیارهای مختلف نشان انتخاب ویژگی

 داده شده است.

 [
 D

O
R

: 2
0.

10
01

.1
.2

47
63

04
7.

13
99

.9
.1

.4
.7

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 m

on
ad

i.i
sc

.o
rg

.ir
 o

n 
20

26
-0

1-
30

 ]
 

                             7 / 12

https://dor.isc.ac/dor/20.1001.1.24763047.1399.9.1.4.7
https://monadi.isc.org.ir/article-1-163-en.html


 

) افتا(منادی امنیت فضای تولید و تبادل اطلاعات نامة علمی دوفصل  
 

9، شمارة 97، جلد 9911سال   96 

(: ارزیابی روش پیشنهادی برمبنای انتخاب 9-)جدول

 ها و تکرارهای مختلفویژگی

-F صحت

measure 
 دقت بازخوانی

تعداد 

 ویژگی

تعداد 

 تکرار

80/91 43/09 62/09 28/09 28 

 

 

 

111 

12/91 19/09 16/09 13/09 31 

38/09 11/09 10/09 92/00 38 

21/09 76/00 98/00 80/00 41 

74/00 61/00 74/00 49/00 48 

29/00 08/07 18/00 86/07 82 

17/00 66/07 19/00 23/07 87 

04/92 46/91 60/91 28/91 28 
 

 

 

181 

 

 

68/92 24/91 46/91 13/91 31 

18/92 93/91 98/91 92/91 38 

40/91 60/91 70/91 80/91 41 

16/91 71/91 93/91 49/91 48 

48/91 07/09 19/91 86/09 82 

16/91 41/09 61/09 22/09 87 

02/96 68/98 03/98 40/98 28  

81/96 34/98 47/98 21/98 31  

 

211 
61/98 88/98 69/98 42/98 38 

17/98 96/94 17/98 08/94 41 

62/94 94/94 14/98 74/94 48 

42/94 66/93 06/93 46/93 82 

17/94 46/93 60/93 28/93 87 

 

(، نتایج روش پیشنهادی برمبنای 2) در شکل

 انتخاب ویژگی و تکرارهای مختلف نشان داده شده است.

بار  دویستدهد که درصد صحت با ( نشان می2) شکل

های دیگر بیشتر ویژگی در مقایسه با حالت 28تکرار و 

ها کمتر باشد، درصد صحت بیشتر است. اگر تعداد ویژگی

های بندی از ویژگیکه برای طبقهدلیل ایناست. به

ای اختصاص داده ثیرگذار استفاده و هر نمونه به دستهأت

ها آن دسته باشد و برمبنای شود که متعلق به نمونهمی

لذا ایجاد قوانین  ؛نزدیکی، تشابه بیشتری داشته باشد

های اصلی های مشابه برمبنای ویژگیبرای یافتن نمونه

 .شودانجام می
 

 
 ی مختلف(: نتایج روش پیشنهادی برمبنای انتخاب ویژگی و تکرارها2-)شکل

 

(، روش پیشنهادی برمبنای تعداد 2) در جدول

تکرار و اندازه حافظه هارمونی نشان داده شده است. 

کنید اگر اندازه حافظه هارمونی که مشاهده میطورهمان

یابد. اگر تعداد مقدار صحت هم افزایش می ،افزایش یابد

هایی با برازندگی برای انتخاب ویژگی ،ها زیاد باشدهارمونی

بهتر، شانس بیشتری وجود دارد و به عبارتی فضای 

 تر خواهد بود.انتخاب ویژگی گسترده

 

 (: ارزیابی روش پیشنهادی برمبنای تکرارهای مختلف و اندازه حافظه هارمونی2-)جدول 

 تعداد تکرار اندازه حافظه هارمونی دقت بازخوانی F-measure صحت

49/06 31/07 49/07 12/07 18 

 

 

 

111 

18/06 33/00 18/09 63/07 21 

94/07 80/00 94/00 22/00 31 

02/07 13/09 36/09 76/00 41 

16/00 47/09 04/09 11/09 81 

88/00 09/09 16/91 62/09 78 

08/00 68/91 98/91 36/91 91 

18/07 64/07 01/07 40/07 18  

 

 

16/07 83/00 13/09 94/07 21 

38/07 88/00 94/00 16/00 31 

 [
 D

O
R

: 2
0.

10
01

.1
.2

47
63

04
7.

13
99

.9
.1

.4
.7

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 m

on
ad

i.i
sc

.o
rg

.ir
 o

n 
20

26
-0

1-
30

 ]
 

                             8 / 12

https://dor.isc.ac/dor/20.1001.1.24763047.1399.9.1.4.7
https://monadi.isc.org.ir/article-1-163-en.html
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 97 9، شمارة 97، جلد 9911سال 

34/00 67/00 96/00 30/00 41 181 

 

 
61/00 02/09 47/91 17/09 81 

72/00 11/91 36/91 64/09 78 

94/09 97/91 68/91 31/91 91 

10/91 32/91 40/91 16/91 18 

 

 

 

211 

41/91 92/91 16/92 70/91 21 

60/91 89/92 03/92 36/92 31 

13/92 80/92 71/92 46/92 41 

36/92 31/93 48/93 10/93 81 

17/93 77/93 91/93 64/93 78 

89/93 13/94 21/94 18/94 91 
 

(، نمودار مقایسه معیار صحت برمبنای 3) در شکل

تعداد تکرار نشان داده شده اندازه حافظه هارمونی و 

دهد که درصد صحت با (، نشان می3) است. شکل

های هارمونی در مقایسه با حالت نودبار تکرار و  دویست

 181و  111دیگر بیشتر است. همچنین درصد صحت با 

هارمونی، بیشتر است. درصد صحت با  91بار تکرار با 

، کمتر است. های دیگرهارمونی در مقایسه با حالت پانزده

هارمونی در  پانزدهدر تمامی تکرارها، درصد صحت با 

توان نتیجه گرفت که اگر تعداد حالت بهینه نیست و می

بندی ها بیشتر باشد، دقت تشخیص و طبقههارمونی

 یابد.افزایش می

 

 
 حافظه هارمونی و تعداد تکرار(: نمودار مقایسه معیار صحت برمبنای اندازه 9-)شکل

 

 مقایسه و ارزیابی -9-9
های دیگر را (، مقایسه روش پیشنهادی با روش3) جدول

دهد. روش پیشنهادی در مقایسه با ترکیب نشان می
یه همسا ترینیکنزد kهرز مهاجم با  یهاعلف یتمالگور

مورچه با کرم  یکلون سازیینهبه یتمالگور[ و ترکیب 2]

دلیل اینکه به[ درصد صحت بیشتری دارد. 4] تابشب
شدن به راه حل بهینه و همچنین ها، نزدیککشف راه حل

های فراابتکاری بستگی ها به نوع الگوریتمانتخاب ویژگی
 الگوریتم های ارائه شده )ترکیبدارد در نتیجه در مقاله

 [ ترکیب2همسایه ] تریننزدیک k با مهاجم هرز هایعلف
[( 4تاب ]شب کرم با مورچه کلونی سازیبهینه الگوریتم

 درصد صحت با این مقاله متفاوت است. 
منظور مقایسه و ارزیابی روش پیشنهادی با به

های دیگر در ابتدا باید فاکتورهایی مانند تعداد روش
سازی در هر جمعیت، تعداد تکرار و نرخ عملگرهای بهینه

منظور یک مقایسه تنظیم شود. در این مقاله بهالگوریتم 
عادلانه تمامی فاکتورها در ابتدا تنظیم و سپس مراحل 

 آزمایش انجام شده است.
های فراابتکاری هر الگوریتم یک روش در الگوریتم

 کرم الگوریتم دارد. در برداریهتوازن بین کاوش و بهر

راه حل ها برای یافتن کرم حرکت چگونگی تغییر تابشب
کرم  .دارد بستگی محلی و سراسری بهینه مقدار به بهینه
در  که تابشب یهاکرم یرتر سارخشندهب دتاشب

اگر  کند ویاست را به سمت خود جذب م اشیگیهمسا
 حرکت آنها ،نبودند یگریتر از دکدام درخشان یچه
 شود.یانجام م یصورت تصادفبه

سازی بهینه[ درصد صحت در روش ترکیبی 13در ]
اجتماع ذرات با الگوریتم انتخاب منفی، نیوی بیز، ماشین 

ترتیب برابر با هبردار پشتیبان و الگوریتم انتخاب منفی ب

است. روش پیشنهادی  06/60، 11/71، 01/70، 21/03
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 ؛ها درصد صحت بیشتری داردروش تربیشدر مقایسه با 
ره بهره انتخاب بهترین ذ روشزیرا در انتخاب ویژگی از 

روزرسانی گرفته است و در هر مرحله روش ترکیبی به
دنبال ایجاد بهترین و ماتریس هارمونی به شودمی

بردارهای راه حل بوده است. روش پیشنهادی در مقایسه با 
[ و 24یشرفته ]پ دودویی یگرانش یجستجو یتمالگور
[ درصد صحت 24دودویی ]اجتماع ذرات  سازیبهینه

بیشتری دارد. ترکیب شبکه عصبی مصنوعی با الگوریتم 

است.  31/94[ دارای درصد صحت 19انتخاب منفی ]
همچنین درصد صحت شبکه عصبی مصنوعی چند لایه و 

است  09/93و  20/93ترتیب برابر با هجنگل تصادفی ب
توان نتیجه گرفت که درصد ها می[. طبق مقایسه23]

های وش پیشنهادی در مقایسه با تکنیکصحت ر
 های فرا ابتکاری بیشتر است. کاوی و الگوریتمداده

دادن کارایی روش منظور نشانهمچنین به

، LingSpam) داده مختلفپیشنهادی از سه مجموعه

SpamAssassin  وEnron برای مقایسه استفاده شده )

 نمونه 401[ شامل 28] LingSpamداده است. مجموعه

. استنمونه ایمیل غیرهرزنامه  2171ایمیل هرزنامه و 

 هزارشش[ شامل 28] SpamAssassinمجموعه داده 

. مجموعه داده استنمونه ایمیل هرزنامه و غیرهرزنامه 

Enron [27 شامل ]نمونه  3672نمونه اسپم و  1811

داده است. روش پیشنهادی برروی مجموعهغیراسپم 

LingSpam  وEnron  نتایج بهتری داشته است و در

های دیگر توانسته که درصد صحت مقایسه با روش

 .بیشتری داشته باشد

 درصد صحت های دیگر برمبنای(: مقایسه روش پیشنهادی با روش9-)جدول

 درصد صحت هاروش رفرنس مجموعه داده

 

 

 

 

 

 

 

 

 

 
Spambase 

[2] 
 های هرز مهاجمترکیب الگوریتم علف

 ترین همسایهنزدیک kبا  
11/91 

 18/92 تابسازی کلونی مورچه با کرم شبترکیب الگوریتم بهینه [4]

[13] 

 21/03 سازی اجتماع ذرات با الگوریتم انتخاب منفییبی بهینهترک

 01/70 نیوی بیز

 11/71 ماشین بردار پشتیبان

 06/60 الگوریتم انتخاب منفی

 16/03 ترکیب الگوریتم تکامل تفاضلی و الگوریتم انتخاب منفی [14]

 31/94 ترکیب شبکه عصبی مصنوعی با الگوریتم انتخاب منفی [19]

 28/98 گیریتصمیمترکیب الگوریتم جستجوی هارمونی با درخت  [22]

[23] 
 20/93 شبکه عصبی مصنوعی چندلایه

 09/93 جنگل تصادفی

[24] 

 21/92 الگوریتم جستجوی گرانشی دودویی پیشرفته

سازی اجتماع ذرات دودوییبهینه  11/91 

 61/91 الگوریتم ژنتیک

 17/94 روش پیشنهادی -

 
 

 

LingSpam 
 

 79/99 شعاعی پایه ماشین بردار پشتیبان تابع [12]

[20] 

K 14/98 نزدیکترین همسایه 

K 14/98 نزدیکترین همسایه وزنی 

 14/98 گیریدرخت تصمیم

 43/99 روش پیشنهادی -

 

 
 

SpamAssassin 

 90/99 ماشین بردار پشتیبان تابع شعاعی پایه [12]

[29] 

 01/94 نزدیکترین همسایه kسازی شیرمورچه با الگوریتم بهینه

 37/98 سازی شیرمورچه با ماشین بردار پشتیبانالگوریتم بهینه

 91/90 سازی شیرمورچه با بوستینگالگوریتم بهینه

 28/97 روش پیشنهادی -

 

Enron 

 

[20] 

K 78/09 نزدیکترین همسایه 

K 78/09 نزدیکترین همسایه وزنی 

 78/09 گیریدرخت تصمیم

 13/91 روش پیشنهادی -
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 یسازنهیبه تمیالگور بیهرزنامه با استفاده از ترک لیمیا صیتشخ یبرا دیمدل جد کی

  یهارمون یجستجو تمیبا الگور یسیمغناط

 91 9، شمارة 97، جلد 9911سال 

 

آمده از تکرارهای مختلف نشان داد دستهنتایج ب

که درصد صحت روش پیشنهادی با افزایش تعداد تکرار 

رابطه مستقیم دارد و اگر تعداد تکرار افزایش یابد درصد 

صحت هم افزایش یافته است. اگر تعداد تکرارها بیشتر 

توانند فضای جستجو را با دقت بیشتری ذرات می ،باشد

جستجو کنند و همسایگان برازنده را برای رسیدن به نقطه 

بهینه کشف کنند. همچنین طبق نتایج دریافتیم که اگر 

اندازه حافظه هارمونی بیشتر بوده درصد صحت بیشتر 

 شده است. 

 

 گیری و کارهای آیندهنتیجه -4 
 رایانامهقصد نفوذ به  موارد، هدف ایمیل هرزنامه تربیشدر 

اغلب  هاهرزنامهگونه ینکه ا ی استبردارکلاه یا کاربران

که در درون  هستند مخرب پیوندهایو  هاافزارنرم یحاو

 باج افزارها را دارند. و هایروسخود انواع بدافزارها، و

 یجادا هرزنامهمبارزه با  یبرا یمختلف یهااکنون روشت

یلترینگ ف یافزارهااستفاده از نرم هاکارراهکه یکی از شده 

 یهاواژه یدها با استفاده از کلبرنامه ینکه در ا است

و در  شودی میها بررسرایانامه یام وموضوع پی، خاص

 شود.یشده حذف میافتدر رایانامهها آن ییصورت شناسا

های اینترنتی و در چند سال گذشته برمبنای مشخصه

اند سری مجموعه داده تهیه شدهها، یکرایانامهمحتویات 

داده حاوی است. این مجموعه Spambaseکه یکی از آنها 

های هرزنامه و غیرهرزنامه های مهم ایمیلمقادیر ویژگی

ل بندی و تشخیص ایمیمنظور طبقهاست. در این مقاله به

هرزنامه از روش ترکیبی برمبنای الگوریتم جستجوی 

سازی مغناطیسی استفاده شد. هارمونی و الگوریتم بهینه

ثیرگذار أهای تدر روش پیشنهادی، هدف انتخاب ویژگی

آمده برروی دستهبندی بود. طبق نتایج ببرای طبقه

Spambase ویژگی  87بار تکرار و  دویست، درصد صحت با

درصد بود. همچنین نتایج نشان داد که  17/94برابر با 

ثر است و ؤاندازه حافظه هارمونی در دقت تشخیص م

افزایش اندازه حافظه هارمونی با درصد صحت رابطه 

مستقیم دارد. همچنین ارزیابی برروی سه نوع 

داده مختلف نشان داد که روش پیشنهادی از مجموعه

برخوردار بوده کارایی لازم برای تشخیص ایمیل هرزنامه 

است. برای کارهای آینده در نظر داریم از ترکیب درختان 

های فراابتکاری برای تشخیص گیری و الگوریتمتصمیم

 ایمیل هرزنامه استفاده کنیم.
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 فرهاد سلیمانیان قره چپق

و دکترای تخصصی  کارشناسی ارشد

 رایانه خود را در رشته مهندسی 

ترتیب از دانشگاه چوکورووا و دانشگاه به

تپه در کشور ترکیه گرفته است حاجت

کاوی و و تخصص وی پردازش زبان طبیعی، داده

ت ئهای یادگیری ماشین است. ایشان عضو هیالگوریتم

دانشگاه آزاد اسلامی واحد  رایانهدانشکده مهندسی علمی 

و به تدریس دروس مختلف در حوزه کاری  استارومیه 

و  یخویش مشغول است. و در حال حاضر سردبیر

 International Journal ofمدیرمسئولی نشریه 

Academic Research in Computer Engineering  را

 برعهده دارد.
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